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Preface

Information retrieval is a communication process. It is a means by which
users of an information system or service can find the documents, records,
graphic images, or sound recordings that meet their needs or interests. We call
these all, collectively, documents. What characterizes this form of communication
is that these documents, viewed as messages, are created before use, put into
some kind of storage, and made available for people to search for and retrieve
them, possibly even years after their creation. Users must know how to make
known their needs or interests. It is not always obvious how to do this.

With whom or with what must users communicate? The communication
process will link the user to a librarian, museum curator, fingerprint identification
specialist or whoever is in charge of a collection of what we are calling docu-
ments. How is this done? It may be by direct communication with these inter-
mediaries, or by interaction with finding tools the intermediaries have designed
for that purpose. A library’s catalog is one form of such a tool. A system of com-
puter programs is another in our modern society. The communication will nor-
mally involve the processing of fext, strings of words, numbers, or codes known
to both parties in the process, that can be used to describe a document’s content
and other attributes and link it with a need expressed in similar terms.

This is not a trivial problem. It may require specialized knowledge. For
example, to find whether a new invention has already been patented calls for
technical knowledge in the field of the invention as well as of how patents are
classified. It may require the use of a special language, called a query language for
expressing information needs to a computer.

Human beings often have difficulty understanding each other. Add to this
that the conversation may be about a technical matter of which only one of the
persons has any serious knowledge and we have the makings of a serious mis-
communication. Make one of the parties a computer and we add considerably
to the problem, especially if the machine invites users to communicate in natu-
ral language when it has, at best, a primitive ability to understand it.

When some information has been retrieved from its storage place, it
becomes the user’s task to evaluate it. We cannot accept just any patent; we can-
not accept just any article about a company we are planning to invest in, or any

XV
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match for a fingerprint. We have to be reasonably sure we have the best, or at
least good enough, information. If we did not find what we really wanted, what
do we do next? How do we improve on the process? How do we evaluate the
completeness, authoritativeness, or reliability of a document? Information
retrieval systems do not answer these questions but knowledge of their structure
and operation can suggest alternative approaches to a search. There is a growing
feeling among professionals in the retrieval field that users may be tending to set-
tle for less than the best. Typically, a high school student will accept anything on
his or her subject that is not too difficult to read. What if business managers,
lawyers, or physicians did this? These professionals need to know how to search,
retrieve, and evaluate information.

This book’s purpose is not to teach readers how to become searchers, but
to teach people who will be searching how the systems they use work. It is per-
haps a “how to” book for retrieval system designers, in that it covers the prob-
lems they will face and reviews the current available solutions. For the searcher,
its purpose is to describe why such systems work as they do. The book is pri-
marily about computer-based retrieval systems, but the principles apply to non-
mechanized ones as well.

A typical reader will be a graduate student or advanced undergraduate in
information, computer, or library science as well as some in communication or
journalism, or a practitioner in the information services field. We assume a lim-
ited knowledge of mathematics and of computing. We have tried to explain all
advanced mathematical concepts in non-technical terms.

‘We begin the book with a general overview of information retrieval: how
questions evolve from a lack of knowledge, how documents are created and
entered into a storage and retrieval system, and what the main components of a
retrieval system are. We go on to discuss the nature of information and such
related terms as data, news, and knowledge. These are not idle abstractions. The
differences matter because what may be news to one person is not to another,
and what may be information to one is not to another. Users’ reactions to sys-
tems that claim to provide information may reflect their varying senses of what
information is. Information is not a tangible thing. It is represented by symbols.
Our third chapter describes some of the means of representing information.

We then discuss how the symbols representing information are organized
inside a computer and then how computers interpret and execute commands or
process requests (queries). Following this, we move into more advanced concepts
such as ranking of output in order of likelihood of interest to a user, mapping
the results of one search into another, and generating and using feedback about
a search both from user to computer and computer to user.

Although this is not primarily a book about how to search, we do include
a chapter on search strategy. This is followed by a discussion of the interface
between user and computer, how each party to human-computer communica-
tions goes about the task of communicating and helping the other achieve a
mutual objective—a satisfactory search result. We then review several modern
information retrieval systems to demonstrate their different approaches to solving
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retrieval problems, and conclude with a discussion of measurement and evalua-
tion of information retrieval systems.

Some notes on typography. We use italics in the usual way, to denote
emphasis or to indicate a word as a token rather than as one necessarily convey-
ing meaning at the time it is used, as the token word is shown this way. Values
of expressions assumed to be stored in or entered into a computer are shown in
SMALL CAPITALS. So, if we want to show a command to a computer calling for
retrieval of a text containing word, it will be written as SELECT WORD. Names of
fields or attributes are indicated by use of arial type, as one value of the author
field for this book is DONALD H. KRAFT.

Angle brackets indicate that their content describes the kind of value or the
attribute whose value should occur in that position, as BEGIN <database name>
means to follow the command BEGIN with the name of a database.

Why a new edition? Our second edition was written shortly after the
arrival of the World Wide Web, but before it achieved not only the wide level
of use it has today but its acceptance as the primary source of all information.
With it came search engines which, although meeting our definition of infor-
mation retrieval systems, do generally differ from what we call traditional sys-
tems. We have tried to point out the differences and some relative benefits.

Four of us wrote this book but it takes many more people to create such a
manuscript and find flaws with early drafts. Of course, there could still be flaws,
but we are grateful to Luanne Freund of the University of Toronto for lots of use-
ful feedback. We also thank Joe Cox and the staff of the Inforum at the Faculty
of Information Studies, University of Toronto, Dialog Corporation, Institute for
Scientific Information, and Mellia Mallon our research assistant at LSU.

Charles T. Meadow
Bert R. Boyce
Donald H. Kraft
Carol Barry
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Introduction

1.1

What Is Information?

To know what information retrieval is, we must first know what informa-
tion is. There is no fully satisfactory definition. We examine the question in some
detail in Chapter 2. Temporarily, consider the oversimplification that informa-
tion is something (1) that is represented by a set of symbols, (2) whose symbols
are organized or fit into some structure, and (3) whose symbols and organization
can be to some extent understood by users of the symbols who read them. We
mean the broadest sense of read: seeing and understanding the printed word or
graphic images, hearing sounds that convey words or codes, music, etc., feeling
texture, tasting food or other substances ingested, or smelling anything. All these
can be means by which to convey information.

Symbol, like information, is a word with many meanings. It can be any rec-
ognizable image, whether in print, paint, sound, or even odor. Little is lost if we
insist that information can be represented only by symbols. Indeed, the computer
scientist Edsger Dijkstra (1989, p. 1401) has stated that “when all is said and
done, the only thing computers can do for us is to manipulate symbols.” The
symbols can be as simple as a single pulse of sound or electromagnetic energy,
essentially a bit, or they can be as complex as a complete symphonic score or a
textbook. Between these extremes, and certainly the more common kind of
entity to which we normally apply this word, are a national flag, a word, a punc-
tuation mark, or any string of printed characters. We leave for later discussion
whether these symbols need such qualities as significance, novelty, truth, or
authority to be information.

As soon as we get beyond the most elementary of symbols, such as A or
7, then information, or its symbolic representation, must have structure to be
understood. ACT, CAT, ATC, and TCA all have quite different meanings (includ-
ing none, for some readers), as do FOOD FISH and FISH FOOD. The string 12345
can have any of the several possible meanings, even if the reader knows it rep-
resents a date (is it JANUARY 23, 1945 or DECEMBER 3, 1945, American style, or
12 MARCH 1945, European style?).



2 1 Introduction

To a large extent, information retrieval, or IR, is concerned with three
concepts: how to represent information, how to interpret the structure of its
symbols, and how to tell when one set of symbols has the same or a similar
meaning as another. All present formidable problems for computers, and equally
formidable challenges for the humans involved in the process, for it is the
humans who give the symbols meaning and significance.

1.2

What Is Information Retrieval?

In brief, IR involves finding some desired information in a store of infor-
mation or a database. The term database does not have a generally accepted, pre-
cise definition. It may be taken as a collection of records where each record is
about some one entity and all the records of the database have some common
attributes. A library card catalog is a database, as is a newspaper, and the person-
nel files of a company. A broad but useful distinction between types of databases
is that some are highly structured. This means that the kind of information con-
tained is well defined, as is any coding used to represent it. If information on any
given subject is to be found, it will be known in advance whether or not it is in
records of the database. For example, a database covering inventory of automo-
biles at a dealership will certainly include type of engine, various extras, and
color of the car, it is unlikely to include day of the week the car was assembled,;
there is no point looking for that Information, although it is sometimes men-
tioned in reviews as important to the probable reliability of the car. At the other
extreme, if records of the database are in the form of natural language text, a
searcher can never be sure whether or not the type of information sought is pres-
ent or, if present, how it will be represented or phrased. Thus, there are highly
structured databases and what are often called unstructured ones, and there are
others in between. Implicit in IR is the concept of selectivity; to exercise selec-
tivity usually requires that a price be paid in effort, time, money, or all three.
Information recovery is not the same as IR unless there has been a search and
selection process. Copying a complete disk file is not retrieval in our sense.
Watching the news on CNN all day with the viewer exercising no control over
what is being shown, once the channel was selected, is not retrieval in our sense.
A library is the best example of an institution devoted to selective retrieval. One
does not go there to read the entire collection. One goes to look for something
selectively, often something that will satisfy a set of highly individualized infor-
mation needs.

We can categorize the types of information retrieval systems (IRS) as:

1. Table look-up—This is the simplest form, so simple that it is not usu-
ally included as a type of IR. It assumes a table sorted on one or more fields.
Searches are done only by looking for a match on a sort key, then, if found,
retrieving other fields in the table. Looking up a telephone number in a typical
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telephone directory is an example. We search by name and retrieve address or
phone number.

2. Search for partial match on a field value—This, which can be done with
many database systems or spreadsheet software, allows for a search for a character
string within a field rather than the entire content of the field. In an alphabetical
telephone directory it could eliminate the troublesome problem of wondering
whether the “vons” or “vanders” come before, or following, the family name, i.e.
is it von Trapp or Trapp, von?

3. Searching the content of a record for a match or partial match on any set
of symbols, using Boolean algebra to specify the search criteriae—This is what we
commonly do when using traditional or World Wide Web (WWW) search
engines.

IR is a communication process. In one sense it is a means by which authors
or creators of records communicate with readers, but indirectly and with a pos-
sibly long time lag between creation of a message or text and its delivery to the
IRS user. Sometimes the IRS or librarian conducting a search may pass on infor-
mation about the probable relevance or value of what is retrieved, thereby
adding information to the set of retrieved items. The records of a database are
created and assembled without knowledge of exactly who will read them, or
under what circumstances. The languages and channels of such a communica-
tion system are quite different from other well-known models, such as broad-
casting or point-to-point communication.

Is IR a computer activity? It is not strictly necessary that it be, but as a prac-
tical matter, that is what we usually imply by the term, and this book is primarily
about that usage. The computer system, consisting of both hardware and software,
is what we call the IRS. The term IRS may include the database, but whether or
not it does may depend on the context in which the expression is used. However,
all the important principles of IR apply to purely non-mechanical IR as well. For
example, a nonmechanized library functions as a retrieval system, in this case the
staft or users are the instruments of the search and decision making. King Henry
IT of England, in 1160, rode with his entourage from palace to palace, perma-
nently on tour. Written records had to be carried along. Records, such as memos
or letters, were stitched one to the previous one, creating an ever-growing scroll
carried on the backs of mules. It grew so large that it was called the Great Roll
of the Pipe. A new one was started on the first day of each year (Duggan, 1940,
pp. 150-151).

We will primarily be discussing interactive IR. Today, this is found in
three primary modes: (1) A local system operating in a single computer, in which
are stored both retrieval software and a database, often on CD-ROMs. An
example is an encyclopedia, stored on a disk together with its search software.
(2) A central service, consisting of a number of databases with usually a single
system for searching them, operated remotely from most users and requiring a
telecommunications network for access. This was the primary online mode until
the WWW or Web came along. (3) A search engine operating on the Web,
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which does not have its own databases but finds and searches “sites” owned by
others.

A remote retrieval service is operated through the medium of a computer
in which the data are stored in files or databases and in which software interprets
users’ requests for information, finds it, and controls its transmission to the
requester. There is relatively little difference between local and remote systems
in terms of operation from the user’s point of view. Both are interactive in that
there is almost continuous conversation between the user and the database com-
puter. There tends to be a big difference between WWW pages whose internal
structure may vary considerably from site to site and the more consistently struc-
tured records of conventional databases. Any of them is a long way from King
Henry’s pipe.

Yet another view of the question of the mechanical nature of IR is that
we do not usually think of library catalogs, printed indexes, or encyclopedias
as mechanical aids, but they are, even if they are older technologies. When first
created, they may have seemed as strangely mechanical as today’s computers
do to some present-day information users. An encyclopedia is a collection of
relatively small works bundled together with extensive indexes, citations, and
cross references. It is not designed to be read from beginning to end, but to be
used as a mechanism for finding articles of interest, often only after much
searching.

‘While the selection of a record from an inventory file or a file of bank
depositor accounts can be considered IR, the term is more commonly applied
to the searching of files of text records or records descriptive of text or graphics.
The uncertainty about how the content should be queried underlies much of the
activity of IR. When querying is restricted to use of a single search key, such as
a part or account number, there is not much challenge.

Blair (1990, p. vii) has stated that the “central problem of Information
Retrieval 1s how to represent documents for retrieval.” We are inclined to think
that this is becoming less true as more and more databases consist of the complete
text of documents, while previously they consisted of index or classification terms
that represented the documents’ content. Blair’s statement is critical for descrip-
tions of graphic images represented as alpha-numeric codes and values.

Not only is the original, natural language of the text being used in the
databases, but natural language is being used, increasingly, as the means of a
user’s telling the retrieval system what is wanted. This is called the query;
whether it is oral or written in natural language or any of the many artificial lan-
guages developed for the purpose. While other than Web queries often tend
toward complexity, Spink et al. (2001) looked at over a million Web queries,
from over 200,000 users of the Excite engine on September 16, 1997. They
found the mean number of terms per query was between 2.3 and 2.4. Hence,
natural language texts can be searched using just a few words; how successfully
is another question.

It appears that the central problem is becoming how to match, compare, or
relate the user’s often simplistic request for information with the texts stored in the
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database. As Liddy et al. (1995, p. 1006) put it, “[A] successful retrieval system must
retrieve on the basis of what people mean in their query, not just what they say.”

On the other hand, the query might be considered a form of document
representation, in that it represents characteristics of documents to be retrieved.
If so, we can agree with Blair that it is a question of major importance how best
to phrase this query, i.e., how to represent what we want to find in documents.

1.3

How Does Information Retrieval Work?

The process of selectively searching for information in a database can be
viewed as starting from at least two different points. One starting point is the
user, or prospective user, of information. We will henceforth consider wuser to
mean a person who has an information need and who uses an IRS to attempt to
satisty that need. At the other starting point, a person or agency makes a deci-
sion to collect information and organize and store it for later search and retrieval.
There are many complex steps before stored information and user come
together.

We present here a model of the retrieval process and will use it as a basis
for all the more detailed discussions to come. The reader should be aware that
there are other models and even other ideas about what is meant by a model of
the IR process (Bookstein, 1983; Boyce and Kraft, 1985; Croft, 1982; Harter,
1986; Kochen, 1974; Korthage, 1997; Lancaster, 1968; Maron and Kuhns, 1960;
Salton and McGitll, 1983; Soergel, 1985; van Rijsbergen, 1979, 1986). Generally,
the purpose of any of them is to set a framework within which the reader can
interpret various aspects of the entire process.

The base model is illustrated in Fig. 1.1. This is an overall view of IR
showing that it is a process that depends on separate actions of at least two
groups. A user may be an individual or part of a community of some sort. It
may be hard to tell from where a need for information arose. Some individual
develops a personal need, even though he or she may not know exactly what 1s
needed at this point. When, eventually, the information is found (or even found
not to exist) typically, some new information is created and contributed to the
world. In order to carry out their selection function database producers study
what kind of information is available and what is likely to be needed by their
clients. Then they collect and use it to create the records of a database. Back
now to the user, whose information need may be conveyed to an intermediary,
a person whose profession it is to assist users. The provision of information by
the database producer and its search and retrieval by the user are asynchronous.
Both will fare better if they have some understanding of each other. The user
should know what producers’ policies are, and the producers should know of
users’ general needs and characteristics. Figures 1.2—1.4 show this three- or
four-way interaction (user-intermediary-IR S-creation of new records) in more
detail.
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General view of an IRS: the system is cyclic, with information generally flowing in a
clockwise direction in this diagram. Information about the world comes from a commu-
nity of users or potential users, who also represent the creators of information, and this is
used, in turn, to affect the world, including the users. The software producer provides the
mechanism for storage and retrieval. Note that each major segment operates asynchro-
nously but with some degree of dependence on the others.

1.3.1 The User Sequence

The user does not exist in a vacuum. He or she is a usually member of a
community or organization, has a job, mission, or interest, and interacts with
other people to accomplish some goal. The communication between a user and
an IRS is illustrated in Fig. 1.2. Paragraphs below are keyed to numbers in the
figure.

1. The user’s need for information—Somehow and for some reason, such
as being assigned to a new project or case, the user senses a lack of information.
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Communication between the user and the IRS: from the time a user perceives a lack of
information until the receipt of an acceptable response from an IRS, there may be many

steps, some involving intermediaries, and many repeated iteratively.

Belkin (1980) called this an anomalous state of knowledge (or ASK), a gap, or
discontinuity in the person’s knowledge. This term means nothing more than
that the person recognizes the lack of or need for data, information, or knowl-
edge. This is the start of the IR process.

Recognition that a lack of knowledge exists does not necessarily mean that
the user knows what information is lacking. A physician or attorney working on
a difficult case may know that information is needed, but may not know at the
start what tests to run, questions to ask, obscure laws or journals to read, or
precedents to examine.
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In everything that is to follow about how to do IR and to evaluate what
is done, it 1s important to realize that nothing in the entire process is more important
to the outcome than the user’s own understanding of his or her information need and abil-
ity to recognize what satisfies that need.

Some people need information but get along without it. Others seek it out
by going to some kind of information source, which may be a co-worker, a
library, a fortune teller, a stock broker, or an online database search service.

2. Translating or expressing the need—The user’s next step is to express the
information need. The user traditionally has gone to some information agency,
where there is a person or machine to whom the need will be conveyed. If it
is a person, he or she is called a search intermediary or simply an intermediary.
However, since the growth of the Internet and the development of Web-based
search engines the user is most likely to supply her own expression of this need
to a Web search engine like Google or Yahoo rather than express it to an inter-
mediary. What has come to be known as the end user search is now certainly
the most common occurrence in electronic searching. Nonetheless we shall dis-
cuss the intermediary role, since it is still of some significance. Later (Chapter 9)
we shall show that this function can be assisted to some extent by a computer
program. The expression of need is a translation of the need, vague as it may be,
into language meaningful to both the user and, if present, the intermediary. The
translation is not always going to work well, for a number of reasons.

An actual example was the case of an engineer who asked a librarian for
information about “processing of jewelry.” What he wanted, it turned out later,
was information about the use of laser technology to drill holes in diamonds. Did
he not know the difference? Did he equate JEWELRY PROCESSING with
DIAMOND DRILLING in his own mind? Or did he phrase it this way because
he thought the librarian would require a simpler explanation or that the jewelry
industry would be the best source of information?

Another, not uncommon, example involves a search for an explanation of
a disease in lay terms, from a database containing only research information. The
request is likely to be worded along the lines of finding information about such
and such a disease. The user’s true goal, understanding the nature of the disease
rather than complex details of treatment or cause, may not be stated as a need
because the user does not understand that it is necessary to say something so
obvious. He or she is asked the subject and states it as the name of the disease.
The physician looking for details of treatment information may well use the same
terms as the layman—the name of the disease—and for the same reason, namely
that it is not clear anything else is required or not. Both will then get the same
output from the IR process, but one will likely deem it satisfactory and the
other, useless. An intermediary faced with such a different judgment of the use-
fulness of returned material will try to renegotiate the question in order to come
closer to the user’s need. A Web search engine will provide a user with a large
return of documents from a large number of different sources, but their order
will depend upon term occurrence counts of the specified terms, plus numbers
of in-links and recorded click counts. The user must then determine how deeply



1.3 How Does Information Retrieval Work? 9

to investigate the set of retrieved documents and whether to initiate a reformu-
lated expression.

For a user to explain his or her information needs to the intermediary does
not require that person to use library classification codes, thesaurus classes, or
keywords. It involves one human being speaking to another, in natural language,
although possibly laden with technical jargon. If this step is not done well, the
retrieved results are almost inevitably going to be poor because the intermediary
is likely to look for the wrong thing. The first two steps (recognition of an ASK
and translation of it into a statement of information need) almost never are the
subjects of formal training of end users, with some exceptions in such fields as
law, chemistry, and library science.

3. Formulating a search strategy—The formal statement of need is not
always uttered. If a user is going to do his or her own searching, say in the card
catalog (still found in small libraries) or even online, then he or she will prob-
ably not take the time to write down a formal statement of need. In a library,
the user may even go directly to a known stack area and start browsing the
books in the hope of finding what is wanted.

The search strategy is the general plan for finding the needed information.
If a trained information specialist such as a reference librarian is involved, that
person usually plans the strategy, but the very decision to go to that person may
have resulted from a strategy conceived by the user.

There can be levels of strategy. Some writers use the term to refer to very
explicit and detailed aspects of a search, such as whether the previously men-
tioned engineer with the drilling problem should have asked to retrieve records
in a database containing the words (DIAMOND OR JEWELRY) AND DRILLING Or
just DIAMOND AND DRILLING. This level of query formulation detail fits the
usual meaning of factic rather than strategy. The latter term usually means a
broad plan.

4. Formulating a query—This step in a typical retrieval process entails com-
posing a formulation of the information need in terms suitable for the retrieval
system to use. For a computer system, this may mean writing the equivalent of
a computer program—a sequence of commands intended to produce the desired
information. In a library, the step involves selecting classification codes or jour-
nals and indexes to investigate. While most Web search engines will have the
capability of processing fairly sophisticated search tactics, the typical end user will
simply provide two or three terms from their initial expression of the need
(Spink et al., 2001).

The query 1s this precise formulation of the search. There are two impor-
tant aspects of it: (1) the terms, words, codes, or values used to describe records
the user wants to retrieve, and (2) the logic relating different sets of values. In
our example, DIAMOND and DRILLING are terms and they are linked by the
operator AND. As we noted, in the early history of IR, the purpose of the query
was to express the index terms or other surrogates for the desired documents.
Today, the query is more likely to have to represent the relatively uncontrolled,
actual set of words used in the documents themselves. This change is both a help
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and a hindrance. To those who knew the various classification or subject head-
ing systems, their nonuse creates ambiguities. To those who never knew them,
there is no longer the need to struggle to find an appropriate code in order to
do retrieval.

5. The IR system—This is the mechanical system, consists of the machin-
ery and the software than operates it. The main program subsystems we have
termed the query manager, which accepts and translates the user’s question; the
data manager, which handles the storage, search, and retrieval; of records; the
communications manager, which controls all interactions with users, database pro-
ducers, and other retrieval systems; and, finally, a file maintenance manager, which
handles additions and corrections to the files and deletions.

1.3.2 The Database Producer Sequence

Traditionally, databases were created in response to a perceived user need
and, in some cases, perceived commercial opportunity. When viewed as data-
bases, Web sites may be created for a variety of reasons, ranging from vanity to
advertising.

1. The traditional sequence—The user’s information need arises from that
person’s organization or community. A different organization has made a deci-
sion to create an information store or database: perhaps it is a telephone direc-
tory, a file of citations and abstracts of articles published in medical journals, or
a file of sales volumes and prices of shares on a stock exchange.

The decision to collect the information has to be followed by decisions on
what the scope or coverage and the content of the record should be (Fidel, 1987;
Harter, 1986; Marshall, 1990). For example, a designer has to specify which
stocks or stock exchanges should be included, how up-to-date information
should be, and whether and how to represent such items of information as stock
symbol, number of shares, price, journal title, abstract, or article title. These, of
course, are not likely to occur in the same database, but database producers may
have to deal with a wide variety of subject matters. Regarding timeliness, news-
papers usually do no better than yesterday’s closing stock prices, while online
financial information systems can be up to the minute with a stock exchange’s
records. The database producer must also see to the maintenance of the database,
i.e., providing new records, calling for deletion of old or erroneous ones, and
providing information needed to modify a record (mistakes do get made).

The steps at the database-creation end, shown in Fig. 1.3, are described
below. The creation of a newspaper database is used as the example. A modern
newspaper database will consist of the full text of all articles from the date the
database was begun to the current date. Sometimes a separate database is created
in the form of just an index to articles or an index that includes an abstract.

(1) Decision to create a database—for example, the decision to start a new
newspaper.
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Role of the database producer: the producer must decide, in advance, what kinds of enti-
ties or events to record and what information to record about them, how to represent and

organize them, and then select the individual items to be included in a database, as they
arrive at the production facility.

(2) Decision on scope of the collection—about what entities should informa-
tion be collected. What kinds of stories or news coverage are wanted: general
news, financial news, local news only, etc.

(3) Decision on design of the individual records—what information is
wanted about an entity—the traditional Who, What, Where, When, and
Why of journalism.

(4) Selection of the actual items for inclusion—for today’s issue, what stories

are to be published.
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(5) Creation of the content of individual records—gathering the news and
writing and editing the stories. In the case of a stock market table, the data are
generally considered exact. In the case of subject indexing or classification, much
human judgment is required, hence differences of opinion on interpretation are
to be expected. An inquiry for the latest price of a given stock that was carried
in the paper will, barring a program error, yield the exact answer. The result of
a request for all citations to published literature on a given subject will depend
on a number of factors:

(a) Is all published information on the desired subject in this file? (Scope)

(b) What are the rules and language for describing subjects? How much
narrative? What attributes of an entity (e.g., date line, author, head-
line, date of publication) should be described? (Record design)

(c) Ifan index-only file is to be created, what specific decisions does a cat-
aloger make in each instance, e.g., is the article considered to be on
drilling diamonds or on processing jewelry? (Record content)

(d) How is the query composed—how well does it represent the infor-
mation need statement? (Query formulation)

(e) How well do the retrieved records match the needed information?
(Output evaluation)

(6) Data entry—At major newspapers today, stories are usually typed
directly into a computer, having no paper embodiment until the newspaper 1s
printed. For most kinds of databases, it is necessary to perform a key stroking
operation of some sort in order to create the computer copy of a record. This 1s
not actually part of IR, but adds to the expense of the records created.

Regardless of how records are created, when they enter a computer there
is work to be done to place them correctly in storage. The process is called
updating or database maintenance. Entering the record may involve more than
merely adding it to a file, for there are normally various indexes created by and
maintained within the computer to speed searching. These must be brought up
to date whenever new information is added to or removed from a file. This
form of indexing is required whether or not a separate, user-searchable, or
printed index is also being maintained.

(7) Quality control—Both a part of the process of creating records and a post
hoc process of review of database content, quality control is concerned with the
correctness and consistency of entries. The work ranges from a review of the
statements made or values entered into a record to handling cases of errors
detected after the record enters the database.

It may be difficult to impossible, in a database containing descriptions of
events or conditions in the world, to avoid bias. This may be unconscious on the
part of an individual editor, the explicit policy of the database producer, or pol-
icy of the country in which the database is used.

2. The WWW sequence—In a sense, the totality of the WWW can be
considered as a database for any Web search engine. In this view the database
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creation sequence does not really apply. This database is created on the basis of
a myriad of individual decisions without concern for overall scope, record selec-
tion, database record design, or content. The only required consistency is the use
of hypertext markup language (HTML) to control record display. On the other
hand individual Web sites collections of accessible Web pages linked together
by content, purpose, and authority, collections of accessible Web pages linked
together by content, purpose, and authority, may follow the database sequence
quite well in their construction. Creation of a Web site can require more or less
planning, effort, and expense than the creation of a traditional database as
described above. It depends on the complexity of the content and what can be
expected of users in terms of their knowledge and skill.

1. Decision to create a Web site—for example, the decision to post a resume
describing one’s personal achievements.

2. Decision on scope of the sit—about what aspects of one’s life should infor-
mation be collected. What kinds of achievements and milestones are wanted.

3. Decision on design of the individual pages—what information is to be dis-
played where, in what format.

4. Selection of the new items for inclusion and revision—What changes are to
be made, and how often.

5. Attempts at optimization of accessibility of the site—This will involve using
terms and links that will lead search engines to include the site in their indices;

6. Data entry. This will normally involve an individual acting as Web mas-
ter for the site, perhaps a single person maintaining his own resume or perhaps
a staff maintaining a large frequently updated site. Data entry will normally
involve key stroking and formatting will require the use of HTML.

7. Quality control. Both a part of the process of creating pages and a post
hoc process of review of Web site content, quality control is concerned with the
correctness and consistency of entries. It will be of varying importance in Web
sites depending upon the professionalism of the site’s Web master and owners.

We should point out that it is possible for a search engine to restrict the
content of the sites it indexes, thereby creating a content oriented database as a
subset of the Web. The Web crawlers that create the indices may be designed to
crawl only in certain geographic areas, or to collect for indexing only pages
whose text indicates the presence of a specific topic (Thelwall, 2004, p. 19). The
initial pages given to the crawler as a source of links will to some extent deter-
mine its collection activities. Such crawlers exist primarily for research purposes.
The major commercial search engines tend, however, to be general in nature
with the whole public Web as their domain.

1.3.3 System Design and Functioning

Just as the user must think through what his or her information needs are
and the database producers must think through what databases they want to
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construct and how to do it, the system designers must begin by considering what
they believe potential users will want in the way of functionality and what it is
economically possible for them to produce. Huge mistakes are often made here,
creating systems that are too complex for users, too simple (“dumbed down” in
current usage), or simply not working well. However these decisions are arrived
at, certain basic functions are needed although there may be great variation in
how they are implemented.

Any query must be interpreted by the computer. Sometimes this is
straightforward. The computer acts upon the terms and operators that were in
the query, no more, no less, barring only programming error. However, as
noted above (the Liddy quote in §1.2) what the user really would like for the
computer is the ability to act upon what was meant, regardless of expressions
used. A number of research systems and a few commercial ones now have
“intelligent” programs that improve on the literal text of a query in one way or
another, the computer taking part in interpreting the user’s need. We shall
cover this in Chapter 9 and illustrate some systems working toward this end in
Chapter 15.

The searcher’s expression of the query must be translated into a set of
search parameters that specify exactly what files are to be searched, what terms are
to be looked up, and the conditions for retrieval. In most commercial retrieval
systems this translation is an uncomplicated one because the language in which
the query is expressed is so precise. If natural language is used in stating the
query, some degree of judgment is required in the translation, and the process is
difficult and imperfect in execution. We call the program that does this transla-
tion the query manager.

Interpretation 1s followed by carrying out search and retrieval operations
as specified by the search manager. However complex the translation, this part
of computer processing is usually quite deterministic, and there is little or noth-
ing that might be called judgment exercised by the computer. We call this the
data manager.

Inside the computer (Fig. 1.4), at the simple level we are discussing here,
the following steps are typically taken, but be aware that systems almost always
vary to some extent from each other in what they do: 1 the query is interpreted,
2 terms are extracted and looked up in indexes, and 3 records that satisfy the
query are identified. Then 4 the user is told how many were identified, and he
or she is permitted to browse through them, to look in the indexes to help find
other search terms, or revise the query. Messages, including retrieved records, are
formatted for display 5 and transmitted 6 to the user, or they may be printed 7
and later mailed. In a fee-based system, users must be appraised of costs 8. In a
separate sequence of actions 9, new records are constantly being added to the
database, or existing ones are corrected or deleted.

Many readers will know that the results of a computer search are often not
exactly what was wanted. The cause, in the kind of system we are now consid-
ering, is an imperfect query, imperfect records, or imperfect interpretation or
processing of the query, i.e., something did not mean what it appeared to mean.
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Major components of the IRS: the complete retrieval system has five major program

components, indicated by small rectangles: a query manager to interpret queries, a data
manager to search for and retrieve specific records, a communication program to handle all
output to users, a cost computation program (for those IRS whose users are charged per use,
and a file modification program to update the files.

More exactly, the meaning to the user, search intermediary, or author of a record
(indexer, cataloger, reporter, etc.) may have been different, and the computer
restricted itself merely to matching strings of characters provided in a query with
those in the records.

1.3.4 Why the Process Is Not Perfect

If the records of the database contain natural-language text, graphics, or
other complex patterns, or if they contain codified interpretations of the text or
images, such as subject classification codes, then it is expected that users will not
be able to identify exactly those records sought at the first try.
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Consider first a query to a stock market database or a factory’s parts inven-
tory file. The file would have one entry for each company listed on the exchange
or for each part normally kept in inventory by the organization. Each record
would have a well-established set of information elements descriptive of the
stock or part. These might be the stock symbol or part number, latest price,
number on hand, etc. One does not expect the stock tables to include informa-
tion about the quality of food at McDonald’s or the current retail price of Ford
automobiles. Users tend to know, at least generally, what is available in a given
database. The meanings of the names of the data elements present will be well
established, at least among the community of users of the database. The codes or
values of the data elements will be unambiguous.

By contrast, a file consisting of the text of a newspaper or of catalog
descriptions of books in a library or of pictures in an art gallery may have data
elements that are not familiar to every user, such as the names of sections of
the newspaper, the classification schedule for books, or the often arcane terms
used to describe a painting. The user of such files may not know what to ask
for, even when he or she knows, mentally, exactly what is wanted, but the user
of the stock table knows there is only one latest price for General Motors
stock.

So the user may not know exactly what he or she wants or may not
know what attributes or values are used in the database. Finally, a user deal-
ing with an unfamiliar system may miss the serendipity that comes with
browsing in approximately the right part of an information collection. Browsing
may yield new terms to use and may open entirely new paths of search and
discovery.

The user interested in the history of the IBM Corporation, the history of
the computer industry, or the history of IBM’s role in the computer industry
does not necessarily know exactly what words or codes to use to describe the
topic “history of the computer industry, especially of IBM.” In this case, there
has to be some probing to see what is in the file, what terms seem to bring the
best results and, finally, which of the records retrieved are the most promising.
This user is interested in retrieving not the character string HISTORY OF IBM,
but records descriptive of books about the people, devices, and events that make
up that history. These books, in turn, contain the history. The bibliographic
records are called surrogate records—they represent other records. They do, of
course, also contain information in their own right—information about what
books a library owns, who the authors are, when published, etc. These are facts,
not just surrogates for facts. It is also a fact that an indexer assigned a certain
descriptor to a document surrogate record. The descriptor is a surrogate. It
describes what the indexer thinks the document is about. Its presence in the
record is a fact. The fact that the descriptor has been assigned does not guarantee
that the user will agree that the document represented is on the topic designated.
The uncertainty of the process is compounded if the surrogate retrieved by the
IRS meets the formal requirement but does not answer the user’s need for infor-
mation. In other words, the surrogates do not usually convey the information
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that searchers really want. Their intent is to point to the containers of the desired
information.

1.4

Who Uses Information Retrieval?

Although anyone can be a user of an IRS, there are three primary classes:
(1) information specialists or reference librarians; (2) professional persons or end
users with both information needs and considerable subject matter knowledge,
such as physicians, lawyers, chemists, teachers, or advanced students; and (3) oth-
ers, essentially novices, differing from the second group in that they lack subject-
matter expertise. This group includes students and casual system users. Many
high schools are now teaching their students to use IRS, and some public
libraries make the services available to their users, regardless of background.
Online computer services such as now found on the Web offer retrieval service
to anyone, with only minimal access costs and little user skill required. The dis-
tinctions among these groups are often based upon experience in various aspects
of computer use or information content, but this very term experience can be hard
to operationalize (Meadow et al., 1994).

1.4.1 Information Specialists

An information specialist or librarian is a person who assists others to find
information (Auster, 1990). Job titles vary considerably. Many people play the
role, but perhaps do not devote themselves exclusively to providing information
service. A county agricultural agent falls into this category. There are those who
do it as a business, typically identifying themselves as information brokers
(Sawyer, 1995; Warner, 1987; Warnken, 1981) in that they do not create infor-
mation for their clients, but find it and perhaps interpret it for them.

The information specialists were previously identified as intermediaries
between users and the retrieval systems. Whatever specific roles they may play,
they are generally expected to know the following:

1. The kinds of information available in a discipline or specialty served
(e.g., law, medicine, or banking) or available in a library or other institution in
which the specialists serve.

2. The mechanics of using information systems relevant to the subject or
institution. This may include how to load a database stored on CD-ROM into
a computer and how to access a remote database service.

3. The terminology of the specialty served, again such as medicine, law,
or chemistry.

4. The methods of interviewing users to draw out their information
needs—the expressions of their ASKs.
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1.4.2 Subject Specialist End Users

For many years, IR was seen by those offering the service as a means of
serving end users, but only through an intermediary. With the invention and
wide distribution of personal computers, the end users began to be a significant
force in the market for two reasons: the personal computer made it practical for
them to make direct use of online retrieval services, and the library market had
been just about saturated so service companies were looking for new markets.
By the early 1980s, most libraries of significance were already customers of
online services. To increase the number of users, IR services had to find new
customers, and the end users were there, with their personal computers, ready
to expand the market. For a brief time, students had to pay to use the commer-
cial, and even some government-sponsored databases. Now, these are often
available through university libraries and much, but by no means, all of the infor-
mation is available free on the Web.

The Web user can not be characterized by class, profession, age, sex, or even
level of education. However, members of heavily information-dependent profes-
sions, disciplines, or industries are heavy users of both the Web and traditional IRS
(Levy, 1987; Ojala, 1986). We have mentioned physicians, lawyers, and chemists,
but research scientists or technologists of all disciplines need to search their respec-
tive literatures, and business people need to research market changes, company his-
tory, or credit worthiness. News reporters need to find background material on
persons, institutions, or events mentioned in current stories. Students are using
institutionally provided database resources and the Web in great numbers.

Members of professional or trade groups are skilled at interpreting the
information in their own fields. They can do what many intermediaries cannot
do—immediately recognize and evaluate new information or make serendipi-
tous associations between their information needs and seemingly unrelated infor-
mation they may stumble on during a search. Typically, they are not expected
to know the mechanics of searching and retrieval.

‘While many end users will be experienced at using computers, others will
not be. Those who do know computers well constitute almost a separate user
class, because of their (assumed) ability to learn search mechanics easily and
quickly owing to the similarity of searches to other computer processes. There
is a difference between knowing the language and knowing what to say, in any
language, to an IRS.

1.4.3 Non-Subject Specialist End Users

IRS and Web use is now part of the elementary school curriculum and
children are in some cases learning elements of searching at a very young age
from experimentation and from teachers and librarians. High school and under-
graduate students thus can no longer be considered complete novices although
they may not have well-developed information evaluation skills. We usually pay
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graduate students the compliment of placing them in the professional end-user
class. Of course, all these boundaries are fuzzy.

The novice class i1s not limited to beginners. Many who are subject special-
ists lack the incentive to learn the fine points of searching and evaluating results
of a search. These may be inclined to accept whatever seems fo be on subject, with-
out evaluating it for reliability (Katzer, 1998). The so-called dumbing down of
systems to serve a larger audience adds to this because features that could be incor-
porated in a system to make it perform better, may not be made available.

1.5
What Are the Problems in IRS Design and Use?

We have tried to make the following list of problems independent of time
and the status of technological development, but that goal cannot be met
entirely. We have separated design problems from behavioral problems as much
as possible. Even this cannot be done completely, because many design problems
depend on understanding of user behavior and on our ability to train users in
skillful use of the systems.

Here are some of the problems outstanding in the design of IRS, or in
their use.

1.5.1 Design

In Chapter 16 we shall discuss measurement and evaluation. Unless we
know well how to measure and evaluate IRS, we cannot know the exact con-
tribution of any one component or technique to the ultimate success of the sys-
tem. Hence, we are still in a collective state of uncertainty about retrieval system
design. Some of the major considerations are

1. Representation of information in the database—If information is repre-
sented by symbols, users of the information must know and understand the
symbols used. As well, there are technical factors governing use of symbols and
the syntax that interrelates them. How can a system be designed to minimize
the time and effort required of users to learn what they need to know about
representation?

2. Organization of information within a computer—The trend in the com-
puter industry for years, probably a good one, is to relieve the end user of the
need to know, in detail, how information is organized inside the computer.
Designers must know, because lack of understanding can cause excessive delays
or costs in computer processing. New organization and search techniques are still
being developed.

3. User interface—We can relieve users of the need for knowledge of the
interior intricacies of the system if we design the interface well enough. The user
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communicates directly with the interface. The objective should be to make best
use of the user’s own perceptions and understanding of what is being dealt with.

4. Query-management programs—These programs interpret what the user
says, whether in natural language or in any of the many approaches to artificial
languages. The ideal seems to be to make the language the one most meaning-
ful to the user and let the program determine what additional information it
needs to do the retrieval job effectively. The program can then ask for that infor-
mation from the user.

5. Data management programs—These programs are part of the technical
intricacy we hope to screen from users, but they are of critical importance to
system functioning. Whenever we can speed the search process, we can reduce
the cost.

6. Presentation (display) of information to the user—There are both technical
and behavioral problems in display: what to display, using what symbols, how
arranged on a screen, and how they interrelate with each other.

7. Selection of features to be offered—Of all that can be done, what mix of
these possibilities should actually be offered? This question involves considera-
tions of market share, development cost, and need for support to users.

1.5.2 Understanding User Behavior

These are the aspects of information retrieval we have the most difficulty
anticipating for design purposes.

1. Understanding information representation and organization—We have men-
tioned the question of representation of information. The complementary ques-
tion is what is the best way to bring the user to understand it.

2. Understanding how to communicate information needs—Earlier, we pointed
out that the success of the entire process depends on how well users can express
their own needs. This skill is not commonly taught in school until the graduate
level, and then only in a limited number of subjects, notably library and infor-
mation science, law, and chemistry. Information systems can help, to some
extent, if they can be designed to elicit information from users rather than
expecting users to volunteer it.

3. Understanding how to_formulate queries and evaluate results—W e have also
pointed out that understanding and expressing need is not the same as translat-
ing that need into the formal expressions to be given to a computer. This is a
complex training problem, especially for end users who typically do not wish to
devote much time or energy to this kind of training.

4. Understanding how to evaluate information and systems—If needs are well
understood, then the ability to evaluate the contribution of individual records
or pieces of information comes readily. Even so, evaluating the contribution
of an IRS to overall user performance remains an unsolved problem. Users need
to be taught not only how to evaluate records, and to recognize what in them
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is useful in reformulating a query, but also how to evaluate a complete system to
make, for example, a procurement decision about a new IR service.

5. Understanding what the selected user market needs to know in order to use
the system and will take the trouble to learn—This is basically the issue of what level
of system sophistication should be offered and what the users being addressed
seem to want.

1.6
A Brief History of Information Retrieval

The oldest and conceptually simplest way to do IR is to look at every item
in a collection to determine if it satisfies the information need; a method often,
with justification, referred to as brute force. This is a tried and true method that
is as old as collections of information-bearing items. It requires no equipment
and no pre-ordering, and remains useful today in some circumstances.
Unfortunately, the amount of effort involved is directly proportional to the
number of items in the collection, and today’s collections are often very large
indeed. If; however, the collection is small, and it is unlikely to be used very
often, brute force may be an efficient strategy.

If a collection is large and is expected to be often searched, then putting
the collection or some surrogate of it into a useful order becomes time and cost
effective. This may mean sorting the collection on some criterion so that it
becomes an organized file, or creating an index, a separate file that serves as a sys-
tematic guide to the items in the collection. There are several kinds of indexes
and they are of great importance to IR. The early history of IR was largely a his-
tory of how indexes were created and searched. More recently, emphasis has
shifted to other factors, such as how language is interpreted and how users inter-
act with systems.

1.6.1 Traditional Information Retrieval Methods

Before the widespread use of the computer as a tool to search text for
the purposes of retrieval, attempts to locate material by criteria such as author,
title, or subject in large files depended on the search of surrogate records that
represented the items in the collection. The surrogates, containing only what
was deemed necessary for finding the item in a search, could be much smaller
than the collection itself. It was and is, of course, possible to search the items
themselves. Items such as books on library shelves are usually arranged
according to a systematic scheme, which places like materials together. This
creates a form of index whose entries are the items themselves. The method
has limitations, however, since only one criterion for ordering the items can
be used to create the primary order of the file, and most books and data
records cover multiple topics and often have multiple authors. Also, if an item
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is in use, and thus absent from the file, the item’s potential availability is not
apparent to the user.

The very earliest libraries seem to have arisen out of Greek culture, both
in Greece and in the famous Greek-sponsored library at Alexandria, Egypt. Of
course, any collection of several clay tablets could be said to have constituted a
library. The early Greeks used what we now call a bibliography as the basic tool
for finding books. The most famous of these, the pinakes of Callimachus, lists
works at Alexandria in eight categories: oratory, history, laws, philosophy, med-
icine, lyric poetry, tragedy, and miscellaneous. These were recorded on scrolls
that were hardly easy to use in searching, but there was little else available
(Johnson, 1970, p. 57).

This is how Vannevar Bush commented on early search systems:

The real heart of the matter of selection, however, goes deeper than a lag in
the adoption of mechanisms by libraries, or a lack of development of devices for
their use. Our ineptitude in getting at the record is largely caused by the artificiality
of systems of indexing. When data of any sort are placed in storage, they are filed
alphabetically or numerically, and information is found (when it is) by tracing it
down from subclass to subclass. It can be in only one place, unless duplicates are
used; one has to have rules as to which path will locate it, and the rules are cum-
bersome. Having found one item, moreover, one has to emerge from the system and
re-enter on a new path. (Bush, 1945, p. 106)

Therefore, standard practice has been to create surrogate records for the
items which incorporate all the elements believed to be required to represent
predicted information needs. The surrogates could then be arranged with mul-
tiple entries so that an item representation appeared at each point in the file
where the ordering scheme (usually alphabetical) would require it to appear. We
could have author records interspersed with subject records, all pointing to
books on a shelf. This ordered list of multiple item surrogates could be printed
as a book catalog, another form of index for the item collection. However, since
most collections are dynamic, in the sense that they are constantly growing and
changing, such a printed form is not an ideal means of storage. Thus, cards came
to be used as a storage medium, since they could easily be removed, and new
material inserted in the proper places in the ordering scheme. Such a file, the
once familiar, but now rare, card catalog, provides a systematic guide to a collec-
tion and is another example of an index.

The card catalog, like many inventions, did not spring full-blown into
existence. It evolved. In the immediate aftermath of the French Revolution, the
new government confiscated many book collections and had them cataloged.
The information was recorded on cards or slips of paper which were then sorted
and fastened together. Card catalogs, more or less as we now know them, came
into use in the mid-19th century (Encyclopedia, 1970, pp. 261-265).

If we consider an index to an unchanging collection, such as the content
of a book, the ordered surrogate file is permanent, i.e., never changes because
the text does not change. An index entry of this sort need not be a complete sur-
rogate record of the portion of text referred to. All that is required is that the
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entry concept be present in the text, with an indication of its physical location—
a page number. If several text items are represented by the same index entry,
only one record is required, to which is appended (posted) the page numbers at
which the concept appears. This process, the conversion of multi-filed docu-
ment records to concept records is known as inversion, and the ordered list of
concept records as an inverted file; concepts appear in alphanumeric order, not in
their order of occurrence in the text.

It soon became clear that if we were willing to update the appropriate con-
cept records whenever a document was removed from or added to a file, the
order of the item file became irrelevant as long as it was consistent. We could
have a file of individually unique item records, organized by any criterion, and
a file of concept records, organized by any other criterion (an index), that pro-
vided access to the first file.

1.6.2 Pre-Computer IR Systems

Until the 1950s, the means used to describe the content of documents was
almost universally to apply subject headings or classification codes. A subject
heading is a short description of a subject, such as France, History and Middle
Ages. Mortimer Taube, founder of the company Documentation Incorporated,
is generally credited with adapting an idea that dated back to the 1930s (Taube,
1953-1965). A set of single words or short phrases, which he called Uniterms,
would be used to describe the document’s content. Instead of the subject head-
ing given above, we might have indexed a document by three separate terms:
France, History, and Middle Ages. The difterence is that the subject heading is
one syntactic expression and someone searching on France in the Middle Ages, or
History of the Middle Ages, might not find that heading. Taube saw that the
subject heading contained three separate concepts (France, History, and Middle
Ages), which had been pre-coordinated, or pre-formed, into a syntactic unit. His
idea of entering each term separately into an index allowed the searcher to look
for any combination of the terms of interest. This came to be known as post-
coordination, where the terms are associated after indexing, at search time, as the
needs of the search dictate. The older method of combining index terms in a
syntactic statement came to be known as pre-coordination.

Two methods of mechanical searching of cards soon became popular
(Casey et al., 1958). Taube used cards, each with a single-subject heading, called
a Uniterm, as shown in Fig. 1.5. The information on the cards was arranged in
10 columns for the posting of item numbers by their rightmost digit. This facil-
itated manual comparisons. In a serial file of document records, to search for
multiple concepts (say the subject LUNAR and the subject EXCURSION) we would
find the cards corresponding to these two concepts. We would then compare the
record numbers listed to see if there were any in common. If so, the correspon-
ding documents satisfied the request. In the figure, it can be seen that documents
numbered 241, 44, and 17 are found in both cards, hence these satisty the search
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EXCURSION 43871

90 241* 52 63 34 25 66 17* 58 49
130 281 92 83 44* 75 86 57 88 119
640 122 93 104 115 146 97 158 139

157 178 199
207 248 269

LUNAR 12345
110 181 12 73 44* 15 46 7 28 39
430 241* 42 94 85 76 17* 78 79
870 761 602 124 95 126 87 118 109
901 982 194 165 136 147 168 179

Figure 1.5

Cards used with the Uniterm system: each card represents one term, shown as both a word
or phrase and a number, and the accession numbers of all documents to which that
Uniterm pertains. The document numbers are listed in 10 columns, according to the low-
order digit of the number. This facilitates manual scanning. The starred numbers indicate
those in common to both terms.

requirements. Finding these document numbers was a manual task using post-
coordinate indexing and a method of mechanical searching.

W. E. Batten reported a similar method in 1948 at the Royal Society’s
Scientific Information Conference, which may have influenced Taube (Batten,
1951, pp. 169-181). Again there was a card for each term, but the document
numbers were represented by coordinates of a point on the card rather than writ-
ten explicitly. The Batten card was a carefully laid out grid, rather like a piece of
graph paper on card stock. If a term appears in a document, a hole would be
drilled at an appropriate location to represent that document’s accession or serial
number. If we wished to search for DOCUMENT and RETRIEVAL, we pulled those
two concept cards and placed them over one another on a light box. The num-
bers corresponding to the positions where light shown through indicated docu-
ments indexed on both concepts. In Fig. 1.6 document number 1234 contains
both the illustrated terms. The number of concepts that could be represented this
way was very large, but even with very large cards and very fine grids, the system
was limited as to the file size it could handle. Such an approach came to be called
an optical coincidence system.

The second type of card device was the Edge Notched Punch Card, first
reported by Calvin Mooers (1951) as the mechanical core of his Zatocode sys-
tem. The card took the opposite approach to that of Taube and Batten. It rep-
resented a document, not a term. A description of the item was typed on the

body of the card. The edge of the card had a series of holes, each labeled with a
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Term No. 8723 DOCUMENT

o
o
o
Term No. 12345 RETRIEVAL
12 units
A o
34 units
: ®
v
Figure 1.6

Optical coincidence system: this method inverts the logic of the Uniterm system, by hav-
ing a card for each document and showing, with it, the numbers corresponding to index
terms that pertain to the document. The numbers are represented as small holes in the
card or surface at coordinates corresponding to the term number, e.g. term number 1234
with be represented as a hole at a location 12 units to the right of the left edge and
34 units up from the bottom.

number which could represent a single descriptor. This was Mooers’ term for a
multi-word precoordinated phrase describing an indexed concept. The holes for
the numbers were notched out with a punch to carry out the coding of the
assigned concepts, as in Fig. 1.7. The first part of the figure shows detail of a sim-
ilar card system. The presence of a value was indicated by punching out the edge
of the card. A needle was then run through a deck of such cards in the hole posi-
tion representing the concept sought, and the deck vibrated. This caused cards
that had been notched to represent the desired concepts to drop out (or, equiv-
alently, those not notched are lifted). It is from this action that the expression
false drop originated. A card that dropped but was not really relevant, was a false
drop. The second part of Fig. 1.7 shows Mooers’ Zatocard (Perry et al., 1956,
pp- 52-53). Descriptors were encoded, using several numeric hole positions
each. A unique feature was that descriptor codes did not have to be unique. An
occasional false drop could result from this, but in the days of relatively small
databases, it was assumed these could easily be detected and dropped from con-
sideration. Logically, this process is similar to Batten’s light coincidence.

Both these systems and Taube’s Uniterm cards were intended to effectu-
ate the coordination of concepts at the time a search was carried out rather than
at the time of indexing. Each requires significant effort at the time of indexing



26 1 Introduction

oooVeoVeooVVolooool \

NO. 12678 l

o Jeooo “o\‘./o\'f

7 2 1
PIREY LETTER SECOND LETTER
a
T T T T T T T I T I T I TTT T T T T T T T T T T T T 1T
2 3 4 3 T 0" RNULO UYUDN O 2324220272 390 I 37333 MV HNIO
' 10¢ -ul 'lllIIl l l l l | l I I 11 TaT8T .l l l ll LLJ IIol'lﬂil [.A!llltlllll[V'Il
TlllllllllllllllllOllllllll’lllllll”l
b O S A A S Al i o 4 BRbNTRTR L YRYNRRIRYS
Figure 1.7

Edge-notched cards: a illustrates the basic method of encoding using edge-notched cards and
b shows the card used for Zatocoding, a particular and advanced method. (Illustration from
Perry et al., 1956.) With the edge-notched cards if a needle were run through one of the hole
positions, and the deck of cards then lifted, those cards for which the position had been
punched, indicating the corresponding code was present, would drop out. The first method
encodes numbers, the second letters. The position marked Nz denotes letters from n to z. If
not notched, the range a—m is indicated. A number, indicated by a combination of the
numerals 1, 2, 4, or 7 identifies a letter within the range. With the Zatocard method the card
was used together with a numeric coding scheme to indicate which descriptors were present
in a document. The center of the card was reserved for a typed description of the document.

so that greater speed and flexibility will be available at the time of search. Each
uses the algebra of sets, developed by George Boole (1958) to create sets of items
during a search, and they are clear precursors of the automated retrieval systems
that followed.

1.6.3 Special Purpose Computer Systems

It was clear in the early 1950s, to those who considered the problem, that if
Boolean logic was the underlying model of information retrieval, then the general
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purpose computer which could carry out such operations might have retrieval
potential. The likely first experiment in this area was reported in Phillip Bagley’s
(1951) MIT Master’s thesis. His analysis indicated that a search of 50 million item
records, each containing 30 index terms, would take 41,700 h, primarily because
of the need to move and shift text in memory while carrying out the comparisons.
His solution was to recommend the construction of a special purpose machine
designed for the simultaneous comparison of large blocks of data. We will briefly
discuss examples of such machines before returning to the uses of the general pur-
pose computer whose evolution soon overcame the problems Bagley identified.

Perhaps the most interesting example is the Western Reserve Rapid
Searching Selector, reported by Shera et al. (1957). James W. Perry and Allen
Kent, working in the Center for Documentation and Communication Research
at Western Reserve University, were particularly concerned with the number of
false drops that occurred in Uniterm and edge notched card systems, and wished
to construct a system of semantic coding, which would take into account the
context of term usage. They developed the felegraphic abstract which consisted
of phrases containing role operators that indicated the context of term use.
Terms were also classified into semantic factors which were rather like facets and
provided a further context. This method of describing documents was intended
for highly technical documents. A code might represent products or materials;
processes or tests; or properties of materials, persons, or organizations named. It
might distinguish between an organization identified as involved in some process
or test, or one simply named in a document. Such codes were not universal; this
system was originally designed for use with metallurgical information.

Figure 1.8a shows an abstract in conventional style and Fig. 1.8b shows its
telegraphic version with explicit tags for the various objects and concepts.
Queries were similarly encoded (Perry ef al., 1956, pp. 103—104). The selector
was a machine designed specifically to match these codes efficiently. While these
devices appeared to have the desired effects, the complexity of creation of the
telegraphic abstract, and the fact that multiple abstractors would often produce
quite different abstracts of the same item led to the abandonment of the system
and the selector along with it.

There were other special purpose devices, such as Eastman Kodak’s mini-
card selector that used photographic images of the binary codes representing
descriptors (Kessel and DeLucia, 1957); General Electric’s GESCAN Rapid
Search Machine that used high-speed magnetic tape (Mallery, 1987); and
Thompson-Ramo-Wooldrige’s (TRW) Fast Data Finder (Mettler and Norby,
1995; Yu et al., 1984). None of these led directly to the more modern methods,
although experience gained from their design and early use was invaluable.

1.6.4 General Purpose Computer Systems

The special purpose digital devices, in general, have been supplanted by
general purpose machines. By the mid-1960s references to special purpose devices
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a

Alterations in Cast-lron Properties Accompanying Use of a Strong
Inoculant of the Si-Mn-Zrtype. C. 0. Burgess and R. W. Bishop. Trans. Am.
Foundrymens'Assoc. Preprint No. 44-16, 35 pp. (1944).

A study of the effect of ladle treatment on the Brinell hardness, tensile
strength, transverse strength and chill depth of C 2.5%, C 3.0%, and C 3.5%
unalloyed gray irons, each group varying in Si content from 1 to 2.5%. Atotal
of 48 heats was melted in a 35 Ib. induction furnace. The max. heating
temp. was 2800°F. The heats were poured at 2600°F. A uniform ladle addn.
of 0.25% Si-W-Zr alloy was made to some of the irons. Ladle inoculation
produced cast irons having high mech. properties and low depth of chill.
Improvement in strength after inoculation was most marked in irons having
a low total sum of C and Si. The ladle inoculation acted to compensate for
minor variations in the melting materials and in the melting operations. It
would appear that the ladle treatment of cast iron will eventually be
considered as essential as final deoxidizing treatments with steel. C. W.
Schuck

b.

Serial No. 00190190 Authors C. 0. Burgess and R. W. Bishop. Trans. Am.
Foundrymens’l Assoc. Preprint No. 44-16, 35 pp (1944). Field, Ferrous
metallurgy Starting material, Material processed, Properties given for Gray
iron containing 2.5-3.5% C and 1-2.5% Si. Properties Tensile strength,
transverse strength, Brinell hardness, chill depth. Process Ladle treatment
By means of Si-Mn-Zr alloy; 35 Ib induction furnace. Condition Temperature
2800°F (max) Process Casting Condition Temperature 2600°F (max)
Product, Properties given for Gray iron containing C, Si, Mn, Zr in small
amounts Properties (improved) Tensile strength, transverse strength, depth
of chill. Discussion Ladle treatment; Gray iron composition; Casting
processing.

Figure 1.8

Conventional and telegraphic abstracts: a conventional abstract is presented above, with
its telegraphic version below, for comparison. The latter would be harder for the non-
specialist to compose and read but contains more information for the knowing person.
These are taken from Perry ef al. (1956). In a, a conventional abstract from Chemical
Abstracts, technical language is used, but the syntax is conventional, not subject to rigid
rules of expression. In b, the telegraphic style abstract, the syntax is not that of conven-
tional English, in that various role indicators are italicized and punctuation is unusual in,
for example, lack of periods in the paragraph. There is, however, more and more precise
information here for those able to read it.

were rare, and the long-term trend of increasing power and memory capacity
coupled with decreasing cost for the general purpose computer had become
apparent. Quite likely the first operational general purpose computer information
retrieval system was developed at the U.S. Naval Ordnance Test Station at China
Lake, California by Bracken and Tillit (1957). They used index term concept
records serially arranged on magnetic tape. Queries were entered on 80-column
electronic accounting machine cards (“IBM cards”), and these were sorted by
index term and matched once with the master tape. Records containing any
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query terms were copied to another tape. The Boolean logic was then carried out
on this record subset, and the resultant document numbers printed.

In the same time period interest in automatic indexing by computer, rather
than simply using the machine as a matching device for retrieval, began with
Hans Peter Luhn at IBM. Luhn designed a means of automatically extracting
from the text of documents sentences that contained occurrences of those words
that were of high enough frequency to be considered significant, but not those
of the very highest frequency whose number was thought to indicate a structural
rather than semantic purpose (Luhn, 1958). Bar Hillel (1959) soon suggested
selection on the basis of the ratio of word frequency in the document to word
frequency in the language as a whole. The frequency of a word in a language
can be approximated but never determined absolutely. If we measure the num-
ber of documents in a collection in which a term appears, its significance can be
measured by the number of documents in the collection containing that term.
This led to a measure called the inverse document frequency (number of documents
containing the term divided by number of documents in the collection). This 1s
the most common modern term selection method, which uses term occurrence
in the document and the number of documents in the file to which the term has
been assigned, to identify important discriminating terms.

The retrieval processes were to be greatly improved with the advent of
disk storage and the useful random access file structures that followed. We have
now reached a point, however, where we have sufficient background to discuss
the movement toward the modern commercial online IRS which dominated the
scene in the 1970s, 1980s, and early 1990s.

1.6.5 Online Database Services

During and after World War II a considerable expansion occurred in the lit-
erature of science and technology. The traditional means of access to this literature
was through the use of abstracting and indexing services. These agencies, some
governmental, some for profit, and some sponsored by learned societies, serially
published indices which covered the recent production of scientific literature
which they then provided to libraries, laboratories, and even individuals. These
printed indices were sometimes in the form of multi-entry book catalogs and
sometimes in a two-file format with one serial file of the full citations and often
abstracts, and a second index file to the content of the documents the citations
represented. To handle the problem of searching over both old and new mate-
rial, cumulations were regularly created, at considerable expense.

The publishers in the late 1950s and early 1960s saw that such a process
was quite suitable for automation, since editing and cumulation were far easier
in an electronic medium than with paper files. In 1961, the Chemical Abstracts
Service produced Chemical Titles, a computer produced and printed subject
index to 600 important journals that they covered. Other secondary journal pub-
lishers soon followed, perhaps most notably the U.S. National Library of
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Medicine with its Abridged Index Medicus (AIM) database. The normal process
for producing such databases included a human analysis to create an indexed and
abstracted document surrogate which was then used by computer programs to
produce the needed publications. A byproduct was the creation of an archival
database of machine readable document records. By 1970, the automated pro-
duction of the secondary publication was the normal state-of-the-art.

As had been demonstrated at China Lake and other specialized collections,
databases could clearly be searched by a computer program which could sort out
records that contained specific data in specific fields. Thus, if a service acquired a
set of indexed concepts from a system user, in which this user had a continuing
interest, these could be matched against the indexing of each new update to the
database by passing the request file against the surrogate file in a batch process,
with the matching citations extracted for use. This led to Selective Dissemination
of Information or SDI. When new documents arrive at an organization, each par-
ticipant in the SDI service is sent a copy or notice of arrival of everything that
was self-defined as of interest to that person. If the requested concepts were passed
against the whole archive file, a retrospective batch search could be performed.
Such a search approximated the sort of literature search normally preformed by a
researcher prior to initiating a project and had the potential to replace the man-
ual search through the cumulated printed issues of a secondary publisher.

In the early 1960s, retrospective searches were not entirely satisfactory
because the turn-around times were necessarily long (measured in days) and any
desired feedback based upon results would necessitate repeating the entire
process. By the mid-1960s, main frame computers had enough speed and mem-
ory to carry out their regular batch jobs while reserving resources to handle a
small number of interactive terminals using random access disk files. This made
the interactive information retrieval system a possibility, and project MAC
demonstrated its feasibility at MIT in 1963 (Lee et al., 1992). The Systems
Development Corporation (SDC) began development of such a system for com-
mercial purposes soon thereafter (Nance and Lathrope, 1968).

A detailed history is now available covering the early development of
interactive online IRS from 1963 to 1976 (Bourne and Hahn, 2003). We will
therefore cover this period very lightly. The National Library of Medicine,
which had been running batch searches of its AIM files since 1963, contracted
in 1967 with SDC to install the ORBIT system on an experimental database. In
1970, medical institutions throughout the United States had access to the AIM
file on SDC’s IBM 360/67 computer through the Teletypewriter Exchange
Network (TWX), yielding a system called AIM/TWX. By late 1971, the 1,200
journals of Index Medicus were available in a single file and in 1973 the
AIM/TWX system became MEDLINE, using software patterned after the orig-
inal ORBIT system but maintained by the Lister Hill Center for Biomedical
Communication.

At about the same time a second interactive software retrieval package
called RECON was under development in the Lockheed Palo Alto Research
Laboratory. This became operational in 1966 using a collection of NASA
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citations. It later became the DIALOG system (Wente, 1971). Both Lockheed
and SDC maintained proprietary versions of their software. As storage capaci-
ties and operational speed increased, they contracted with secondary publishers
to provide databases, access to which could be sold to the general public as a
new source of revenue to the database suppliers as well as the fledgling infor-
mation retrieval services who now became database vendors. The two sepa-
rately developed systems “went commercial” at about the same time in 1972.

A system developed in 1972 by the Data Central Corporation, and later
acquired by Mead Paper Corporation, was the ancestor of the present
LEXIS/NEXIS law and newspaper retrieval system, still active today. It was the
first commercial system to allow searching of the full text of documents rather
than surrogates only.

The growth of these systems and of MEDLINE was greatly stimulated by
the advent of packet switching networks which came to be called value-added
networks (VANSs), precursors of today’s Internet. Since the services made their
retrieval systems available on a central computer and the potential users were
widely distributed, a long-distance telephone call was necessary to connect the user
with the system. By 1972 TYMSHARE, the first commercial VAN, was supple-
menting the Medline backbone and a competitor, TELENET, was soon on the
scene. TYMSHARE, through a series of mergers and acquisitions, as a component
of MCI, became part of the Verizon domain and TELENET part of SPRINT.

These services connected local computers nationwide with leased telephone
lines, and later installed optical fiber. These networks were kept very busy by
breaking up data sent between remote sources into small packets, adding to the
packet a final destination address and reassembly data, and keeping it in local stor-
age until space was available on a line to send it to another machine nearer its des-
tination. At the machine nearest the destination the transmission would be
reassembled and transmitted to the destination device. Thus only a local call from
a computer or terminal to the nearest node was required to enter the network, and
the very efficient use of the leased lines allowed the network to charge a rate well
below that of a normal long-distance call. Such relatively cheap communication
technology made wide use a possibility, and led to the creation of the Internet.

When a subsidized optical fiber backbone became generally available for
data transmission, Internet service providers began to appear as nodes collecting
transmissions from any computer that paid an access fee. For a low fixed cost any
connected machine with appropriate software could transmit data to any other
machine using packet switching technology which was now being called the
Internet protocol. In the next section we will discuss the development of the
most significant piece of such software.

1.6.6 The World Wide Web

We will begin our discussion of the Web with a second quotation from
Vannevar Bush, who, speaking of traditional retrieval structures, suggested in
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1945 that a model for retrieval closer to that of the human brain might be most
effective.

The human mind does not work in this way. It operates by association. With
one item in its grasp, it snaps instantly to the next that is suggested by the associa-
tion of thoughts, in accordance with some intricate Web of trails carried by the cells
of the brain. It has other characteristics, of course, trails that are not frequently fol-
lowed are prone to fade, items that are not fully permanent, memory that is transi-
tory. Yet the speed of action, the intricacy of trails, the detail of mental pictures, is
awe-inspiring beyond all else in nature. (Bush, 1945, p. 106)

The WWW or “Web” is an attempt to use a hypertext model, an
approach not unlike that suggested by Bush. The simplest definition of hyper-
text is “non-sequential writing” (Nelson, 1988). The thought is that as we pur-
sue a text we find topics in need of expansion or explanation. The author can
provide links or pointers to the location of related material and these will appear
with the material, not separately, as in a bibliography at the end of the work. The
reader may then proceed forward sequentially or move to the linked location for
further information. These links are like citations embedded in a text but the dif-
ference is that the reader of hypertext may “go to” the cited work immediately,
at any time.

At the completion of a review of this material the reader may return to the
initial text or follow further links in other directions. The model can be used in a
conventional book, but is more effective in automated files where the physical page
shuffling can be handled automatically. The resulting linking structure is Web-like.
If we assume items of information on computers at widely separate locations with
such a linking structure in place, as well as a telecommunication network that
allows interaction among the various computers, we extend the hypertext model
worldwide, and approach the associative structure that Bush suggested.

The Internet provides the telecommunications network upon which such
a structure can be implemented. The initial work was carried out by the
Advanced Research Projects Agency of the U.S. Department of Defense
(ARPA/DARPA). The first recorded description of what might be achieved was
in a series of memos written in 1962 by J.C.R. Licklider of MIT, the first head
of the computer research program at DARPA. He envisioned a “Galactic
Network,” a globally interconnected set of networks through which anyone
could access data and programs from any site (Leiner ef al., 2003). Such an entity
would allow use of computer resources physically remote from the person with
the need, and not require the costly duplication of such resources locally. The
first paper on packet switching theory was published by Leonard Kleinrock
(1961). He convinced DARPA of the theoretical feasibility of communications
using packets rather than circuits.

In 1967, DARPA produced a plan for the ARPANET, and by the end of
1969, four host computers were connected together into the initial network.
The idea of open-architecture networking was first introduced by R.E. Kahn
shortly after he arrived at DARPA in 1972. In 1973, he began the Internet
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research program there. He and Vint Cerf became instrumental in the design of
the Transmission Control Program (TCP), the basic design for the packet
switching control program that governs today’s Internet (Leiner et al., 2003).
ARPANET was demonstrated in 1972, the same year that electronic mail was
introduced over the network.

In Geneva, Switzerland, Tim Berners-Lee, a physicist at the Centre
Européen de Recherche Nucléair (CERN) created the WWW in 1991 by using
a hypertext model (Berners-Lee, 1996). Using an existing document markup
language called the standard generalized markup language (SGML) with some
extensions, he was able to code documents with embedded Internet addresses
that could be read by a program called a browser which copied the hypertext
documents from servers with Internet addresses. Not only text but embedded
graphics could be transmitted and viewed at any site with a browser.

From the original four hosts in 1967, the Internet has grown to over 100
in 1977, over 28,000 in 1987, nearly 20,000,000 in 1997, and currently over 350
million active hosts (Zakon, 2005). This 1s impressive growth indeed. The Web
has become a main-stream communication channel, with significant advertising,
news, and commercial sales enterprises making use of a medium originally
thought to be for the exchange of scientific information among scholars. The
growing use of broadband cable connections in homes and offices can only
improve the speed of transmission and the growth of the medium. We thus have
an interactive retrieval system whose boundaries have no predictable limits, rap-
idly becoming part of the economics and culture of the modern world.

The Internet is a communication medium; the Web is a means of linking
documents together. Initially, the main type of link is to the source of some related
information, the equivalent of a footnote in a printed article or book. It could also
have been to related work by an author or publisher. A third major innovation was
the Web crawler, a computer program that could systematically connect to Web
sites, index what was found there and add the index to a gigantic index of, now, bil-
lions of documents. The word document here initially meant the text of an article
from a scientific journal, newspaper, judicial finding, or personal not otherwise pub-
lished statement. Today, what is found at a Web site can be not only these things,
but a computer program capable of such tasks as searching for information, eliciting
information from a user, performing calculations, or processing graphic images.

The sites that contain programs that search other sites for information
requested by a user have come to be called search engines (SE). They are text IRS
of a new order. What is the difference between these kinds of searching programs
and the earlier IRS? Briefly, the differences are:

1. An IR system deals with databases of known structure. For example, if
it is a library catalog, the search program knows what fields are contained (title,
author, etc.) and it knows where within a record any of these fields may be
found. Typically, a SE knows neither the content nor the structure of a record
it finds, only the words contained, although more extensive use of SGML and
the like could improve on this.
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2. An IR system typically is linked to one or more databases each of
which has some common attributes, usually subject mater, but it could be events
in a time period or court proceedings. The managers of the IR system select with
care the databases to which they wish to connect. Therefore, it can offer its users
more assurance than an SE can that records found are likely to be relevant to a
search request. The SE applies minimal screening to what it finds and leaves it
to the searcher make a final determination of relevance.

3. To counter the disadvantage just described, SEs almost always provide
some form of relevance ranking and present findings to searchers in decreasing
order of assumed relevance. The ranking methods normally are based on statis-
tical relations between words in a query and words in a text, anchor words of
in-links to the text, the location of the words in the text, and number of in-links
to this site from other sites.

A more detailed analysis of IR-SE system differences is found in chapter
15. We have come a long way from China Lake, in terms of computer power
and communications technology, but the basic principles of retrieval system
design and operation have not significantly changed; rather they have adapted to
the new environment. It is our hope to set forth these principles in the follow-
ing chapters.
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Introduction

Most people seem to feel that there is a difference between data and infor-
mation, but careful, reasoned distinctions are far less common than are assertions
of the existence or nature of differences. It is probably also true that most peo-
ple do not feel the need for careful, reasoned definitions of the words they use
in day-to-day conversation. Besides data and information, there are other terms
such as intelligence, news, meaning, knowledge, and wisdom that we sometimes use
synonymously. At other times, we may recognize differences among them.

But there are practical reasons, in information retrieval (IR), for consider-
ing some of the philological or philosophical concepts underlying these words.
At the heart of most of it is this axiom:

For any given message or text, the determination of whether it is data or informa-
tion, or contains news or wisdom, is in the mind of the beholder and not in the recorded
symbols.

Consider these questions: Will we accept uncertainty regarding the truth
or validity of information we retrieve? Will we modify the manner in which we
ask a question if we are unsure of the validity of the outcome? Will we take
action on the basis of the content of the information retrieved if we are unsure
of its truth or validity?

‘What steps are creators of a record willing to take to ensure that users will
agree that the record is “true”? Unless all people will answer these questions the
same, for every text, we have to assume it is a person, not a text, that determines
the wisdom, etc., of that text.

2.2

Definitions

It will not matter a great deal whether readers accept these definitions in
their entirety. In fact, there has been considerable attention in the literature to

37
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this topic—the meaning of the various words that relate to data and information.
A few of the many works on the subject are: Belkin and Robertson (1976),
Brookes (1980), Meadow and Yuan (1997), Menou (1995), Nitecki (1985), and
Teskey (1989). An excellent review of the various approaches to these defini-
tions may be found in Chapter 3 of Case (2002). We present one view prima-
rily to bring out some necessary distinctions rather than to insist that these are
the only correct definitions.

2.2.1 Data

A datum is a string of elementary symbols, such as digits or letters. It is the
value of an attribute. It need not have meaning to everyone, but it must be clear
of what attribute a datum is a value. Fox ef al. (1988) point out that data can be
not only something like a collection of numeric readings from a pressure gauge,
the usual view, but an observational report in the form of text from an anthro-
pologist in the field, although the report may be the result of very careful
scrutiny or analysis. Both examples also represent the use of symbols that are
identified but may not have much or any meaning to a given reader.

2.2.2 Information

This word has no universally accepted meaning, but generally it carries the
connotation of evaluated, validated, or useful data. Information, to most of us,
has meaning, but whatever it is that makes a set of data into information exists
outside the data and in the interpreter, be that a person or computer program.

A very formal definition of information comes from the field of engineer-
ing. Claude Shannon (Shannon and Weaver, 1959, p. 19) defined it as essentially
a measure of the absence of uncertainty or, mathematically,

Information = H = 2 p; logp, (2.1]
i=1

where p; is the probability of occurrence of a symbol in a message system, and
the summation is over the number, n, of all possible symbols in a language or
system of codes in use. For example, the symbols may be letters and numbers. In
a given natural language, each character has an associated probability of occur-
rence, and these probabilities are not all equal. If two languages use the same
alphabet, which is essentially the case with English and French, the letter fre-
quencies may be quite different, as they are in this case. Consider just the fre-
quencies of ¢, z, and k in these languages. Then, for a communication system
transmitting messages in a language, H measures the information content of the
system consisting of the codes and their probabilities, a selection mechanism (per-
haps a person composing messages), and a transmission system. H tells how much
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information is inherent in that system, over a period of observation. There will
be more information in the system of a telegraph company that will transmit
whatever messages its clients bring them than in a telemetering system that trans-
mits the temperature in numeric terms, from one place, once every hour. H does
not measure the information content of an individual letter, word, or message.
But Shannon’s work does represent the beginning of a formal science of meas-
uring information.

A note of caution in interpreting this measure comes from Shannon’s
co-author, Warren Weaver:

To be sure, this word information in communication theory relates not so
much to what you do say, as to what you could say. That is, information is a meas-
ure of one’s freedom of choice when one selects a message. If one is confronted with
a very elementary situation where he has to choose one of two alternative messages,
then it is arbitrarily said that the information, associated with this situation, is unity.
Note that it is misleading (although often convenient) to say that one or the other
message conveys unit information. The concept of information applies not to indi-
vidual messages (as the concept of meaning would), but rather to the situation as a
whole, the unit of information indicating that in this situation one has an amount of
freedom of choice, in selecting a message, which it is convenient to regard as a stan-
dard or unit amount (Shannon and Weaver, 1959, p. 100; emphasis added).

Shannon was interested in measuring the amount of information that
could be sent over a given communication channel. If we use a language in
which all words are of equal probability of occurrence, then we can send more
information per word than if the language has (as does any natural language) a
very wide range of probabilities of word occurrence. The word the, for exam-
ple, usually conveys very little information. Hence, much of the time spent
transmitting it is wasted. That is why the telegraphic or newspaper headline style
of writing often does not use such common words as the or a, but a full text
needs these articles both for precision of meaning and for style.

If all but one of the words of a language had probability 0, and the remain-
ing one had probability 1, then the information content of the system is zero—
there is no uncertainty what message will be sent; it is always the same—it
conveys no information.

The statement “1 + 2 = 3,” taken by itself, has no information content for
most of us because “everyone” knows it; it brings nothing new or unexpected
to us. The statement that horse number five won a race is information, if the race
was honest, but might not be information to a person who had “fixed” the race
because, for that person, the message had a probability of occurrence of one.

An operational definition is that information is data that changes the state of a
system that perceives it, whether a computer or a brain; hence, a stream of data that
does not change the state of its receiver is not information. Such a definition was
proposed by Shreider (1970). Following the Shannon definition, he defined a
guide to a person’s or entity’s knowledge as the set of possible events with their
associated probabilities, both as perceived by the observer. Events are mes-
sages that might be or have been received. Then, information coming to this
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recipient is anything that changes the guide; that is, it changes the destination’s
knowledge of what events occur in the external world. A student who carefully
listens to a lecture and hears and believes something new has had the state of his
or her mind changed by information. The student who daydreamed through the
same lecture, who physiologically heard the same message but absorbed nothing,
was not changed by it, so did not perceive any new information.

A related definition has it that information is what is used to affect a decision.
Yovits ef al. (1981, p. 189) stated, “We treat information as data of value in deci-
sion-making.” This version also ties in the concept of reduction of uncertainty.
A decision maker is faced with a set of alternatives, is uncertain which to select,
and needs information to make the choice. If the person were not uncertain, 1.e.,
knew for certain what to do, then we would not call it a decision situation.
There have to be alternatives for there to be uncertainty.

Some of this sense is implied in this quotation, from the comic strip char-
acter Andy Capp’s caustic comment on his wife’s drawing of conclusions from
rumor: “information is the intelligent interpretation of facts before they ever
occur” (Andy Capp, 1989). Rumor, whether true or not, can change the state
of a system.

2.2.3 News

‘While not a term of conceptual importance in understanding IR, news is
usually defined similarly to information. News is a message, unexpected to some
extent, that is believed to be true. Even a statement that serves only to verify an
earlier news statement may be, to some extent, unexpected; hence, it is itself
news. If we had heard an allegation on a news report, and hear a confirmation
later, the confirmation is news about the earlier report.

A statement or datum is not news if we already know its content. It is only
news if we did not know it, therefore did not expect it. Otherwise put, the prob-
ability of receipt of the message was less than one for the recipient but greater
than zero; that is, it is a possible statement but not a certain one. There is the old
dictum Dog bites man is not news. Man bites dog—that’s neuws.

2.2.4 Knowledge

In general usage, knowledge seems to represent a higher degree of cer-
tainty or validity than information. A typical desktop dictionary suggests that
information is a set of facts, while knowledge connotes understanding, with the
implication that not all information is necessarily understood. It is possible to
insist that data and information are the same, but hardly anyone would equate
knowledge with data. Knowledge also has the characteristic of information
shared and agreed upon within a community. Knowledge, in most definitions,
has the quality of being an integrated assemblage of information received from



2.2 Definitions 41

multiple sources. Fox ef al. (1988) refer to knowledge as justified true belief, if X
knows that a given proposition is true if and only if

The proposition is true;
X believes that it is true; and
X 1s justified in believing the proposition is true.

Of course, for most of us, most of the time, there is no way to be sure
what is true and what is justified. Justification of belief tends to be community
based. Some communities accept revelation. Some political activists believe cer-
tain truths to be self-evident. Some communities believe in proof. Science generally
accepts that what 1s true and what is justified depend on current paradigms, but
these are subject to change. Thus, an earth-centered universe was once a justi-
fied, true view of the universe, but we have had a paradigm change since then,
and the old view is no longer accepted as valid in the science of astronomy. The
dispute between creationism and evolution as the basis for teaching biology is
gaining heat. Both sides claim to have met the Fox criteria. Similarly, we once
accepted Newtonian physics, but it has been replaced by relativity and quantum
mechanics.

If a physician asks a database for the value of a patient’s temperature at 12:00
noon today, he or she will tend to accept the number provided if it is within a
believable range. It will generally be understood that all the user expected the
database to tell is the value of the temperature reading, not its significance, and
hence would show no disappointment at not being apprised of its significance.
Thus, it is information because it 1s understood and becomes knowledge as it
enters the physician’s personal store of perception and understandings.

Another aspect of the question of what is information or knowledge is this.
If a database can provide the value of the attribute subject in a record about a
book or article, is that value a correct one? Is the article really “on” that subject?
This often turns out to be a matter of opinion. If a community of users agrees
with the assessment of value given by the cataloger, then it is “true.” If not, it is
“false.”

In recent times a new concept called a knowledge base has been introduced,;
this is different from a database. We shall pursue this point in Section 2.4.

2.2.5 Intelligence

One meaning of intelligence is a measure of reasoning capacity. Of more
relevance here is the usage that intelligence is information. We use the term in
the context of the results in the military, diplomatic, or industrial worlds of gath-
ering information about adversaries. People in the intelligence world sometimes
differentiate between information and intelligence just as we have between data
and information. For any practical purpose, then, in this context intelligence 1s
information.
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2.2.6 Meaning

This is the most difficult of all the information-related descriptors to
define. Here are some quotations that express the conundrum.

The suggestion that words are symbols for things, actions, qualities, relation-
ships, et cetera, is naive, a gross simplification. Words are slippery customers. The
full meaning of a word does not appear until it is placed in its context, and the con-
text may serve an extremely subtle function—as with puns, or double entendre. And
even then the “meaning” will depend upon the listener, upon the speaker, upon
their entire experience of the language, upon their knowledge of one another, and
upon the whole situation.

Everyone, of course, who has ever given any thought to the meanings of
words has noticed that they are always shifting and changing in meaning. Usually,
people regard this as a misfortune, because it “leads to sloppy thinking” and
“mental confusion.” To remedy this condition, they are likely to suggest that
we should all agree on “one meaning” for each word and use it only with that
meaning. Thereupon it will occur to them that we simply cannot make people
agree in this way, even if we could set up an ironclad dictatorship under a com-
mittee of lexicographers who would place censors in every newspaper office and
microphones in every home. The situation, therefore, appears hopeless (Cherry,
1957, p. 10).

“[NJo word ever has exactly the same meaning twice.” (Hayakawa and
Hayakawa, 1990, p. 39).

Relative to the broad subject of communication, there seem to be problems
at three levels. Thus, it seems reasonable to ask, serially:

Level A. How accurately can the symbols of communication be transmitted?
(The technical problem)

Level B. How precisely do the transmitted symbols convey the desired
meaning? (The semantic problem)

Level C. How effectively does the received meaning affect conduct in
the desired way? (The effectiveness problem) (Shannon and Weaver, 1959,
pp. 95-96).

Suffice it to say, IR would probably be easier if every word had its own
unique meaning. But, as the Hayakawas pointed out, the real world is not that
way. People reading the same text may interpret it differently, and hence act
upon it differently. This action may range from selecting a bibliographic descrip-
tor to declaring war. Similarly, people visualizing the same subject on which they
want information may express what they want differently.

2.2.7 Wisdom

A person who has wisdom does not necessarily have more data or facts
than others, but the wise person’s utterances are more likely to be accepted by a
community of users and to provide insight into matters of importance. Insight
may be recognizing relationships among observations that have not previously
been recognized as related. A person whose utterances are not accepted as true
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is hardly likely to be considered wise. Again, we find that commonality of opin-
ion is important—justified true belief.

The poet T.S. Eliot (1937, p. 157) expressed the sense of difference among
wisdom, knowledge, and information in this way:

‘Where is the wisdom we have lost in knowledge?
Where is the knowledge we have lost in information?

We may gain some insight from the ancient Book of Job. The question is
asked, “Whence cometh wisdom? and where is the place of understanding?”
(Job 28:20). It does not come from an information retrieval system. It may come
from that which is retrieved, but much depends on the attitude of the reader or
hearer toward the writer or speaker.

In summary, to paraphrase Shakespeare, nothing is either true or false, but
thinking makes it so. While some of the definitions and distinctions we have
made will have no practical effect on the creation of or search of records, the
concept of validity (or justified belief, consensus, or credence) is a practical one.
Those who create records strive, or should strive, to create records whose
content is acceptable by or credible to users. Readers value records as they seem
to bear true or useful information. Useful can mean true, valuable, or even just
entertaining.

2.2.8 Relevance and Value

Much of text information retrieval is concerned with these two terms: rel-
evance and value. Basically, it is not so much a matter of what is retrieved being
true or not, as whether or not it is of use to the searcher. We may be searching
for the source of a known lie, or the name of the current president of the XYZ
Corporation. In the first case, we want the lie, to see exactly what it said. In the
second case, we might easily have retrieved a five-year old record with the name
of the then president. Is that person still president? Which of five items retrieved
from a request for an explanation of global warming is best? We discuss this issue
is more detail in Chapter 16.

2.3
Metadata

Metadata—reters to data about data or information about information.
Typically, metadata is descriptive of the organization or content of a body of
data, such as a record or database. One of the oldest forms is a library catalog, an
entry in which tells its reader where another information item is found (location)
and something of its content and source. Location information is typically in the
form of a classification and an author code indicating where on a shelf a book 1s
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stored. The card may also tell in which portion of the library the book is to be
found. Content is described by the same subject classification, possibly additional
subject classification codes (perhaps both Library of Congress and Dewey codes)
and subject headings. Source information includes such attributes as publisher,
date, and author name. If the item described is a mathematical table, relevant
metadata may tell about the format of the data, number of significant digits,
source of information, perhaps even the mathematical formula used to calculate
the values and the value ranges in which the formula provides certain levels of
precision. There is no ordained set of metadata. Whatever will help a user know
how to find, use, or interpret the indicated information may be included.

As libraries have increasingly become depositories for large numbers of
computer databases as well as conventional books, periodicals, and graphic
images, it becomes increasingly important for them to be able to tell prospec-
tive users what is in these databases, what the data look like, and even what
they mean. Hence, the equivalent of the old card catalog has grown in size and
comprehensiveness.

In a sense, as simple a device as the thumb index of a dictionary constitutes
metadata. It tells where entries beginning with a given letter begin and end. A
library catalog card entry describing a book’s location or subject content clearly
qualify. Is a review of that book also metadata? Is biblical exegesis? Each is a dis-
cussion about some other information item. But they may be original items in
themselves. Later in this volume we describe data structures that use indexes,
then indexes to the indexes, possibly continuing for several levels. These, col-
lectively, are metadata.

The U.S. Library of Congress developed a method for describing the
structure of data records to enable libraries to exchange catalog records among
institutions which may have different software and file structures. Called
Machine Readable Cataloging (MARC), it was a standard for creating files that
could be translated from or to almost any database system (Avram, 1969). Much
of the information in a MARC record is metadata. Actually, it combines meta-
data with the data content.

In summary, metadata tells about an information item. It may tell what
elements are present, such as author or title. It may give descriptive information
that is not explicitly present in the item, such as the language of a text. Texts
rarely say, “The language herein is English.” Or, as noted above, metadata may
describe mathematical properties of data, such as precision of elements.

The answer to the question raised earlier about where metadata begins and
ends is that it does not matter. There is no need to make hard and fast rules about
whether book reviews are data or metadata. What is important is that we recog-
nize the need for metadata and learn how to use it effectively. In the new world
of electronic publishing, files are stored in a server and transmitted to a client
computer. These files may contain text, representations of sound, or graphics.
The file will contain information about layout, type fonts, and colors. All this is
needed by a receiving computer in order for it to be able to display the records
appropriately, possibly with difterent software than the sending computer used.
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The Standard Generalized Markup Language—(SGML) was developed to aid in
exchanging text files (Goldfarb, 1990). It allows a user to define various elements
of a document and these definitions can then be used to locate information or
decide how to display them. A derivative of SGML has been developed for use
with World Wide Web files, called the Hypertext Markup Language, or HTML
(Graham, 1995). HTML is primarily used to control displays.

Figure 2.1 shows a small sample of text marked up with HTML. The
metadata is the set of tags, which denote the role of an information element, its
display color, type size, or other such facts. The figure shows the beginning of a
bibliography that appeared in a page of a Web site. Some of the tags are stan-
dard. Users can create their own. For example, there is a tag for title that instructs
an interpreting program how to display the text that follows. It could also be
used by a search program to identify words that occur in the title of an article.
The author of a text is not always tagged as such, but any using organization
could create such a tag, specify how authors’ names are to be displayed, and
make authors’ names available to search programs. This sample shows only a
limited number of usages and is intended only to provide a sense of what the
language is like.

Attempts are being made to develop metadata standards, i.e., to specify
what attributes of a document should be made explicit. One such is called the
Dublin Core (after Dublin, OH where it was mainly developed). This is a con-
tinuing attempt to develop a standard set of metadata attributes to be used for

<html>
<head>
<title>Charles T. Meadow Personal Bibliography</title></head>

<body bgcolor="#{fffff" text="#000000" link="#008080"
vlink="#ff0000"
alink="#{fff00">

<font size=3 color="ff0000"><strong>PUBLICATIONS,
BOOKS:</strong></font><p>

<ul><li>Boyce, Bert R.; Meadow, Charles T., and Kraft, Donald H.
<em>Measurement in Information Science.</em> San Diego: <a
href="http://www.apnet.com">Academic Press</a>, 1994.<p>

<li>Meadow, Charles T. <em>Text Information Retrieval
Systems.</em> San Diego: <a
href="http://www.apnet.com">Academic

Press</a>, 1992.<p>

Figure 2.1

Sample of an html-marked text: the symbol <html> denotes the start of a text; <head>
indicates the start of a text element called header and </head> ends that element. <li>
starts a new line, <p> ends a paragraph, and <a href=> introduces a link to a related
Web site, in this case that of the publisher of the book cited.
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Table 2.1

Elements of the Dublin Core

Title Other contributor Source
Author/creator Date Language
Subject/key words Resource type Relation
Description Format Coverage

Publisher Resource identification Rights management

Note: The core consists of 15 data elements used to describe a document expected to be stored and
retrieved electronically. Not all are of equal value for each document.
Source: Dublin Core (1998).

describing a document in a library context (Weibel, 1997). The core consists of
15 data elements, not all of which are going to have a value for each document
(The Dublin Core, 1998). They are shown in Table 2.1.

Other contexts might want to emphasize somewhat different attributes,
such as reliability of source, security classification, or type of paper or binding.

2.4
Knowledge Base

A database, however true or valid its content, is a collection of data that can be
searched by a retrieval program as directed by a user. A knowledge base (KB) in this
context is a set of information wused by a person or program to perform a function. In
IR, a KB may be used (Teskey, 1989) by the retrieval software to

Select the database to be searched;

Assist users in composition or modification of a search;

Parse data (messages) received from the database, meaning to decompose a
message into its components and identify the syntactic role of each;
Interpret, or assist the user to interpret output; and

Make decisions or assist in deciding whether to accept retrieved output or
revise a query.

Information retrieved from the database or provided directly by the user
can be used by the system as knowledge. If a user places high weight or impor-
tance on certain subject-describing terms, then this information can be used by a
program to improve retrieval results. Note that the knowledge in this case is
knowledge of importance of terms, not of the existence of the terms. It is also pos-
sible for a program, given a set of search terms, to find other terms likely to be
useful. This could be based on enough knowledge of a subject field to be able to
make word associations within the context of that field, to know, e.g., that file
and database are closely related terms in the context of IR or computer science
and either could be used for the other, but not so in the context of carpentry.
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Alternatively, relatedness can be based entirely on statistical characteristics of a text
or set of texts.

In brief, when a program retrieves data or information from a database, or
an online user, and uses that information as the basis for a subsequent query, then
that information 1s knowledge by our usual definition. It changes the state of a sys-
tem (the information retrieval system), or it is the basis for action (terminating a
search or revising and continuing it). A query might ask for the name of the
CEO of each company marketing a given type product, and earning revenues of
at least $X. The next query can use the retrieved names in a request for infor-
mation on their addresses, or universities attended, or directorships held. (Such
a search might be done by a fund-raising group within a university.) In this sec-
ond query, the names are now treated as factual information or knowledge; that
is, we are no longer questioning whether these are the names of CEOs because
the KB has told us they are.

There 1s no special form or structure of a KB. It can have any form that
can be used by an interpreting program. The list of names of CEOs we just pos-
tulated would have acquired, at least temporarily, the status of a “model of the
world,” which has been proposed as the distinction between information and
knowledge (Teskey, 1989). Probably the most common forms are frames and
rules. A frame is essentially a record that describes a context or entity. Rules are
typically stated as in programming languages

IF TITLE CONTAINS “EXECUTIVE” THEN
RELEVANCE(RECORD_NUMBER) = 1.

Where does the knowledge in a KB come from? People who build these
are coming to be called knowledge engineers. The content of a KB may come from
experts in a field in which the program operates (for example, epidemiology or
securities investing). It is the knowledge engineer’s task to find the information
and put it in a form useful to the software. At times, software designers and pro-
ducers do not seek expert knowledge of a subject domain or of user behavior.
Probably all readers have seen examples of software in which the developing
programmer’s assumptions about its use have been substituted for knowledge of
how the intended users will react to it.

The term knowledge base is relatively new, but “smart” programs have been
in existence for some time. Programs that can play chess or checkers were avail-
able as early as the 1950s, the first decade in which computers were a commer-
cial product (Samuelson, 1959). “Intelligent” information retrieval dates to the
1960s (Salton, 1980). In these early days, the knowledge used by the programs
tended to be incorporated into the program, not maintained as a separate data-
base for use by the program.

Suppose a company wants to find its most valuable employees for a man-
agement development program. It could take any of several approaches. Before
it can find these people, or more accurately, before it can find their records in
the personnel database, the company must define its meaning of valuable. Here
are some approaches to the combined problem of defining and finding records.
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1. Look for all those earning more than $100,000 per year in salary. This
is very easy but overly simplistic. The decision to pay the person that much has
already been made. Now, you are in effect looking for those who deserve it or
who do not yet earn at that level but have the potential to do so.

2. Look for all those earning a salary above $90,000, having a title includ-
ing the term MANAGER or VICE PRESIDENT or, if in the SALES DEPARTMENT,
recently exceeded sales quota by at least 10%. This begins to suggest that the
selection criteria are not easily fixed, that perhaps it would be worth having a
separate program or set of rules to define the current meaning of most valuable
employees.

3. Maintain a copy of the corporate organizational structure, coded in
such a way that the x% highest ranking people can be readily identified, and
maintain a payroll file so that the top y% of earners in all categories can be iden-
tified, and maintain a list of accomplishments such as patents or management per-
formance awards, and maintain a history of each employee from which the speed
of previous promotions can be computed, and so on. By this time, we are rec-
ognizing that selection is a complex process, likely to change with time, and is
something we may want personnel specialists, not programmers, to be in charge
of defining. So we separate the set of rules for finding valuable people, the
knowledge base, from the programming of software that will use the knowledge
base to search the database. When these more complex criteria are used, the data
are not likely to be available in neat, well-tagged files, but scattered through
many text fields.

2.5
Credence, Justified Belief, and Point of View

It seems clear that in everyday use of the words, “higher” appellations like
information, knowledge, meaningful, and wisdom are used for texts that we under-
stand and find useful, while data implies some degree of lack of proof of validity
or value or that some processing is needed to bring out the information, like
developing photographic film. It also seems clear that these higher designations
are not inherent in the data but are a function of the beholder, because surely
different people will understand and trust messages differently. What is data to
one may be wisdom to another. What is wisdom to one may be a falsehood to
another. If a program, rather than a human, is the beholder, and if it has been
designed to “believe” certain data, then those data become its knowledge. Do
computers believe? Most of us might say no, but they do accept some data and
act upon or reject others. Practitioners of propaganda, whether of the commer-
cial advertising or political persuasion type, know well that people can be con-
ditioned to believe certain messages regardless of the content of the messages.

‘Why does it matter? There are still those who believe that any computer
output is “right.” Others will say that errors in output are the fault of the com-
puter, not the person who provided the data or who wrote the program. In
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information retrieval, users must understand what can be considered true, cor-
rect, or valid and what merely contains words that were requested.

When a program retrieves a record, because it contains a particular key
word, there is no implication that the program values the record for any reason
other than the simple fact that it contains the specified word. When a program
uses a record of its own KB to learn how to parse a database attribute, it
“believes” this record—bases its actions on the record’s content without further
verification. That is credence, even for a machine.

Similarly, a user searching in a library catalog, having found a card for a
book on the desired subject, really knows only that the book’s classification code
as assigned by the library matches the desired one. Using his or her personal KB,
the KB user 1s able to make use of words in the title, the name of author or pub-
lisher, citations, published book reviews, or friends’ recommendations to estab-
lish a higher level of potential value than is implied by the subject code.

Perhaps the user will accept the information in the classification schedule,
or apply specialized knowledge to reject it. A user not familiar with the subject
field being searched is probably more likely to accept this authority than is an
expert in the field whose more detailed knowledge may lead him or her to ques-
tion the classification. Experienced library users come to learn that catalogers do
differ among themselves, and hence that a subject classification perhaps should not
be treated as knowledge; it is data, subject to verification of its truth to each user.

It has been reported (this may be apocryphal, but the story makes an inter-
esting point) that during the Cold War computers at the U.S.—Canadian North
American Air Defense Command had more than once indicated a ballistic mis-
sile attack to be in progress against North America. The human operators of the
information systems did not credit this computer-evaluated data. They would
not act on it as if it were established, justified truth, because it did not coincide
with their perception of world conditions. In other words, a world war is
unlikely to start in the absence of high international tension. This kind of ten-
sion is not readily measurable by a computer, but can be perceived by intelligent,
informed people. There was the possibility, of course, that there was an attack,
but it was unintended. At any rate, the information system users were reputedly
unwilling to take action on the basis of computer messages in which they could
not place much credence.

A common criticism of early bibliographic IRS among inexperienced
users was that they did not retrieve information—they only retrieved citations to
information. Citations are metadata. This complaint had some validity because
the bibliographic records are not usually what the searcher is ultimately looking
for. On the other hand, if the searcher is looking for the correct spelling of an
author’s name, the proper citation for a known book, or its location in the
library, then the record does have information, not merely data, and will usually
be believed.

If the object of a search is to find out how to produce room-temperature
nuclear fusion, then the searcher has to resolve two questions affer retrieving cita-
tion records: (1) Are the articles “pointed to” really on the desired subject, i.e., do
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they purport to tell how? and (2) Are the articles pointed to reliable, credible, or
true? (Can fusion actually occur at room temperature?) The mechanical retrieval
system usually does nothing to help with the credibility issue, but credibility affects
the retrieval process. Credibility has to do with the relationship among the
searcher, the creators of the catalog record, and the books or articles cataloged.
Credibility, therefore, does affect user behavior (looking further, finding informa-
tion about the author, taking out the book, perhaps even deciding to read it).

Thus, we return to an earlier point: the need for communication among
record creators and users. We can see that not only must they share an under-
standing of the meaning of words and other symbols, but they must also share an
understanding of the truth, validity, or credibility of the information. Neither
area of understanding need be perfect, and the IRS can be used to help resolve
some degree of uncertainty. For example, is this author’s name really spelled cor-
rectly in this record? Is this the way it is spelled in records of other books we
know he wrote? (A publisher’s advertisement for the books of Professor Charles
H. Davis of Indiana University showed a different rendering of his name with
each one: Charles Hargis Davis, Charles H. Davis and Charles Davis. Davis is a
common name. What is the correct form with which to find other information
by or about this particular Davis?) If a user believes subject descriptors are accu-
rate, then retrieved citations can be acted upon in one way: withdrawing books
or making an effort to read them. But if the user cannot believe subject descrip-
tors are accurate, then references or citations merely trigger a different action—
a search for more, corroborating evidence—and the retrieved records are seen as
a long way from the ultimate goal.

We do not mean to suggest that there is no truth or that there are no
absolute values. We do mean to suggest that information retrieval outcome can
suffer if users insist that there is one and only one way to express a concept or
that any document on a given subject is as valuable as any other. We do mean
to say that successful retrieval requires that users, intermediaries, or computer
programs designed to help users recognize that there may be different ways of
expressing a concept and that common use of a few key words does not guar-
antee that two documents mean the same thing.

2.6

Summary

The essence of this chapter has been to point out that information,
when acquired by a person, leads to some kind of action. The action may be
internal: making up one’s mind, or making a decision, or it may be externally
manifested by moving, buying, shooting, or some such act. These may also be
viewed as the result of the act of deciding. It is also true that the nature of the
action will be determined by the recipient’s degree of belief in the information
or understanding of its meaning.
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The essence of this chapter has been to point out that information has
many meanings, tending to revolve around the degree of belief in the informa-
tion or understanding of its meaning, validity, or trust as determined by the
recipient. This is important because, when acquired by a person, information
leads to some kind of action. The action may be internal: making up one’s mind,
or making a decision, or it may be externally manifested by moving, buying,
shooting, or some such act. These may also be viewed as the result of the act of
deciding.
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Information to Be Represented

There are so many kinds of information structures, ranging from a bit or
pixel, at one extreme, to an encyclopedia or complete library at the other, that
it is difficult to suggest there is a base unit of information. In one sense, the base
is the bit or binary digit representing either of the values O or 1, and not being
further subdividable. It could also be the letter, as the base unit of text, or the
phoneme, the base sound unit of spoken language. A relatively newly defined unit
of information is the meme. This term was coined by the biologist Richard
Dawkins to denote “a unit of cultural transmission . . . . Examples . . . are tunes,
ideas, catch-phrases, clothes fashions . . . .” (Dawkins, 1989, p. 192) The idea is
that a meme is not just an idea of one person, but an idea that has widely pene-
trated a culture. Today, the World Wide Web is one. A pet word or phrase used
to identify one member of a particular family is so only within the limited cul-
ture of the family. A pixel can be the base unit of a picture, typified by the dot
in a newspaper photograph. A pixel has coordinates, and either color or shade of
gray. It is not restricted to the binary choices, black or white. The basic unit of
sound could be a single cycle of sound of a given wavelength and amplitude. For
us to hear a monotonic sound, such as from striking a single piano key once,
requires a sequence of cycles of the same wavelength. Other sounds are made up
of combinations of such elementary tones. Whatever the elementary form, a
datum is made up of elementary symbols combined according to some rule,
depending on the type of symbol. For letters being grouped into words, that
structure is called morphology. Individual data are then combined into higher
order structures that may range from arrays of numbers to book-length texts or
motion pictures. The higher order groupings are also governed by rules called
syntax in written language and increasingly in other forms of language.

Information comes to us in the form of messages that are made up of sym-
bols. This applies to a learned paper about a new development in astrophysics,
a stock market quotation, or a waft of an alluring perfume from a companion.
The information is not the symbols—the words, numbers, or aroma—but it

53
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is derived from these symbols by an interpreter, in these cases, the reader or
the date.

This is a rather technical view of data. Another view, more oriented
toward content and meaning, is to assume that the basis of information is an
entity about which we have information. The entity may be an event described
in a news article, or a scene portrayed in a painting, or a person about whom we
have medical observations. Each type of information we have about an entity is
called an attribute, which has a value. In the case of a medical record, the attrib-
utes will be well defined: name, date of birth, date of visit, blood type, com-
plaint, diagnosis, etc. The corresponding values may be JOHN Q. CITIZEN, 15
MARCH 1966, 13 juLy 1789, A pOS, etc. Note that the nature of the patient’s
complaint or the physician’s diagnosis may be poorly defined, but the meaning
or intent of an attribute called complaint or diagnosis is usually expressed more
clearly. In the case of the news article, the attributes are less clearly defined, and
the exact attributes to be represented will depend on the nature of the event, but
the classic ones are the five W’s: who, what, where, when, and why. The descrip-
tions of these attributes are values in the form of strings of text, and they will
vary widely from article to article.

A painting is so complex an entity that its attributes are not completely
defined. Artists, critics, and viewers may all perceive different attributes. In one
sense, we may say that they are a set of pixels, each of which has a location and
a color. This view breaks the painting down too far for most viewers, who can-
not get the sense of the overall entity from this sort of mechanical description,
while they can get the sense of the news event from the five Ws.

Text, or written natural language, is sometimes referred to as unstructured
in the Information Retrieval (IR) context. It is unstructured when compared to
a bank statement where elements such as date, account holder’s name, and
amount of deposits always appear in a known location. If the bank manager were
to write a letter to a depositor, giving all the relevant facts about status of the
account, it is not at all clear exactly where in the document the amount of the
latest deposit should be found, nor even how it should be represented—numerals
or words. Hence, in IR, we tend to use occurrence of single words or specific
sequences of words, as search terms, leaving us always open to false drops owing
to lack of context.

We give the name record to the set of information about an entity. A record
was once a precisely defined concept in data processing, when it might have
referred to all the information contained in a physical subdivision of memory,
such as a punched card, a fixed-length set of characters on a magnetic tape, or a
segment of random access memory. This view is no longer current with mod-
ern developments in hardware and software, but it probably is current in most
people’s thinking. Today, the set of information about an entity may be dis-
persed among several locations, with the different pieces being assembled as
needed into an ad hoc record. Modern records need not be of uniform size for
all entities. For example, the complete record about a student maintained by a
university may consist of many individual records in different forms, such as
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original application for enrollment, letters from references, record of courses
taken and grades received, medical records, books on loan from the library, and
financial account. At least temporarily, we refer to records in a somewhat impre-
cise way as the complete set of recorded values of attributes of an entity. The entity
may be another record (a library catalog record referring to a book, itself a
record), but it is more likely to be something outside the information system,
such as a person, event, or painting.

A collection of records constitutes a file or database. In some cases it is
important that the database contain records about all the entities in some popu-
lation, say all the patients in a hospital or all the employees of a company. In
other cases, we know this is not possible. In spite of the New York Times’ motto,
“All the news that’s fit to print,” it cannot print all the news, unless there is a
very narrow interpretation of what is fit to print. One of the bases of the Times’
readers’ respect for the paper is the manner in which stories are selected for
printing from among all those that could have been printed. File tends to have a
precise meaning in modern computer science, such as a set of data assigned a
name and storage location by the computer’s operating system or to a set of
records, while database may be used as a synonym for file or to mean a set of
related files.

In future chapters we shall reconsider the question of the structure of
information. For now, we turn our attention to the question of what informa-
tion to represent in a record, and how. We should point out at this time, how-
ever, that we must not be too dogmatic about what is an entity and what is an
attribute. An entity can be a person. A person has attended a school; this fact 1s
then used as an attribute of the person. Information (a set of attributes) about that
school refers to the school as the entity, not to the person. But this is conceptu-
ally no different from saying that there is a subject of an essay, expressed by a
paragraph within it, that there is a subject of that paragraph expressed by a sen-
tence within it, and a subject of that sentence expressed by a clause within it. So
an entity may be the subject of a record, and another entity may be part of the
description of the first.

It 1s easy to decide to represent a person’s name. It is another question to
decide exactly how to represent the person variously identified as:

John Fitzgerald Kennedy,

Kennedy, John F.,

Kennedy JF, or

The 35th President of the United States of America.

These are just a few of the possibilities. To the human reader the first three
are virtually identical. To a typical computer program searching for a particular
string of symbols, they are not. The fourth version, not a name at all, neverthe-
less uniquely identifies the person named John F. Kennedy, but not to people
who do not keep track of the sequence numbers of presidents of the United
States.
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Dates are another example of how complexity can come out of apparent
simplicity. The strings:

October 14, 1988
14 October 1988
10/14/88
14/10/88

881014

can all mean the same thing, but even to the human reader there is some ambi-
guity here. European usage for October 14, 1988 1s 14/10/88 and the American
is 10/14/88. The date 000704 is the cause of great anxiety as the 20th century
ended because it could refer either to the year 1900 or 2000 and we have no
basis for deciding which without some contextual information.

Most users of libraries know that it is one thing to have a well-defined
attribute called subject, but that it is quite another for the user to figure out how
the library has classified the subject being searched for. There may also be more
than one value for the subject attribute for any given book. How many descrip-
tions to use and how to represent them are database design decisions. The book
The Expedition of Humphry Clinker by Tobias Smollet was classified in the fol-
lowing Library of Congress classes by different libraries: PR3694, PR3690,
PR3691, PR3693, and PZ3. The first four of these codes all refer to different
aspects of Tobias, himself. The PZ3 code is a result of an inconsistency in the
Library of Congress classification, whereby English language fiction is classed not
only in PR (for English) as well as PS (for American), but also in PZ. In the other
P classes all material by and about a particular author is found together. The
English language fiction itself, however, may be separated from the material
about it and placed into PZ providing a separate reading collection (Immroth,
1971, pp. 208-209). It is easy to see how differences can arise. There is no right
or wrong here, only differences of opinion. The incidence of such differences is
decreasing since shared cataloging systems have come into use.

As we noted in connection with the attributes of a painting, we have no
well-established, general method of determining the attributes of a graphic image
comparable to the fairly standardized set of attributes we have developed over
time to describe a body of text. Whether in books in a library or in letters in a
law office, we tend to describe text in terms of title, subject, date, and author.
Then, depending on who are the expected users, there may be such attributes
as: author’s affiliation, case number, or publisher.

The attribute case number has an interesting aspect. In a large law firm
handling civil litigation, it would be useful and perhaps necessary to maintain an
index of cases showing all the parties to a case, whether plaintifts or defendants,
to assure that different parts of the firm do not accidentally undertake to repre-
sent both sides of a case. The simplistic attribute case number does not suffice.

‘While it is possible to describe a graphic image in terms of pixel placement
and color, and sometimes possible to find the various shapes represented, we
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cannot expect any database that contains only representations of pixels to tell us
what picture in a collection contains the image of a dog or shows the use of
broad brush strokes.

The situation with regard to sound is similar. It is possible to record sound
digitally and store it along with some descriptive text. There are indexing meth-
ods for music. Some of these represent only the opening bars of a piece. If the
searcher remembers only a passage in the middle, it is unlikely to be found by
one of these indexes. In Chapter 4 we show a few rather elemental methods of
representing sound in an index. We can, to some extent, convert spoken words
to characters representing words, but no known information retrieval system
(IRS) would search for word occurrences in an unconverted file of sound
recordings. The time required would be prohibitive.

The designer of a record has to decide what information (attributes) ide-
ally should be represented about each entity in a database. He or she must also
decide what entities are to be represented: “All the news,” a selection of the
news referring to certain people, a selection of the news about certain types of
events, or a selection that presents those events meeting the local criteria for
political correctness. Selecting the books to include in a library’s collection pres-
ents a similar decision problem. Finally, the designer must decide how each
attribute is to be represented: as codes, numbers, text, digitized pictures, etc.

In the first round of decision making, prime consideration must be given
to the information that users of the database will probably want. What they want
is conditioned by what they know about the subjects of the database, and what
they may come to learn from using it. For example, although a corporate per-
sonnel department might be content to identify employees by name, program-
mers and accountants might insist on a unique identifying number so that
changes of name or multiple occurrences of the same name do not lead to errors
in payroll and tax accounting. This is almost the inverse of the case number dis-
cussion above.

Technical computer and communication considerations may then come
into play. Perhaps users of a library’s catalog would like the entire table of con-
tents of each book to be represented in the catalog card or its computer equiv-
alent. Many would like the complete text of every book and article in a library
to be computer searchable. Even storage of the table of contents is not yet a prac-
tical reality, and the full text on a searchable medium is unlikely to be seen for
years to come, because of both technical and copyright considerations. However,
memories are now large enough and we are seeing more and more large texts
on the World Wide Web, which may encourage publishers to venture into new
forms of publishing.

Librarians at Harvard, Stanford Universities, the University of Oxford, in
England, and the New York Public Library have agreed to let Google scan and
digitize some of their libraries’ books and add them to the company’s searchable
online index. The University of Michigan is specifically including those still pro-
tected by copyright, and scanning has been underway there since 2004. In a sim-
ilar project, the Internet Archive will digitize only works in the public domain,
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and make them available on free search engines. The Association of American
Publishers has sued to stop the Google book-scanning project. Whether
Google’s claim that the project represents a fair use under the law will hold up
in court remains to be seen.

3.2
Types of Representation

Information must be represented as symbols. Within a computer, the sym-
bols representing the words of a text are bytes made up of strings of bits. Most
bytes have graphical representations for printing. While the set of 7-bit bytes is
fully adequate for representing English language text, if we are interested also in
other languages, more than 26 letters, and upper and lower cases of each, are
needed (e.g., the non-English characters i, 4, 4, f1). Then there are musical notes
and mathematical symbols. Because the total is limited, not all symbols of inter-
est to all users can appear. Because the number of characters is limited, the selec-
tion of a means of representation is critically important. The representation must
be comprehensible both to computer programs and to human users.

A database designer must decide how each attribute will be represented,
as numbers, letter strings, codes, or text strings (which usually implies use of
upper and lower case letters, numbers, and punctuation). Codes, measures, or
text can range from precisely selective to indicative of a broad class of values.
The choice should be up to the designer, but what matters is how the codes or
values function in practice—do they separate non-identical entities and bring
together similar ones?

There 1s virtually a continuum of methods for representing information,
from natural-language text to highly compact, previously defined codes, and to
pictures and sounds. The methods vary mainly in terms of discriminating power,
identification of similarity, descriptiveness, ambiguity, and conciseness, which
we shall discuss at greater length in Section 3.4. A different approach, altogether,
is to represent the words not the information, itself, on the assumption that the
words constitute a fair representation of the information. We heard confirma-
tion, in the many hearings concerning President Clinton, that simple-sounding
words may mean different things to different people. In this case it was the word
is (Clinton’s Grand Jury Testimony, Part 4, 1998). But, when we are trying to
find documents that discuss certain topics, then the mere occurrence of certain
words is a strong indicator that the topic was discussed.

‘What is the best representation to use for any given database or query lan-
guage? There is virtually no answer. Use natural language? Should it be highly pre-
cise, laden with mathematical and scientific terms? Highly metaphoric, to get a valid
impression across to the reader, but little detail? Should the message be limited to
standardized expressions? What, then, about new concepts? A designer must con-
sider the ultimate user, if such is known; the persons who collect the information;
storage space required; and search algorithms that take advantage of numeric or
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linguistic aspects of the representation, such as ability to stem words or move up
and down in a hierarchy. This kind of uncertainty leads to textbooks that are hard
to understand, book classification systems that are relatively easy for librarians to use
but not necessarily for users, financial databases that require use of a stock “ticker”
symbol not necessarily known to first-time users, and at one time limited the
amount of text that could be stored in a large bibliographic database to abstracts only
because computer storage of the day could not handle full facts in large quantities.

In our discussion here, queries are considered a form of document.
Representational issues are quite similar for both.

3.2.1 Natural Language

Natural language is the language we “naturally” speak. It is contrasted with
artificial languages, such as BASIC or JAVA, that are consciously designed and
usually highly restrictive in vocabulary and syntax. Natural language has no limit
to its vocabulary and no complete set of rules to describe its syntax, or grammar.
While we have some generally accepted vocabularies, it is also true that many
words have more than one meaning, and several different words can have the
same meaning. An author (anyone who creates a text, even an oral one, not just
one who writes books) is free to define new words or temporarily change the
meaning of established ones, or to switch from one natural language to another
with or without explicit warning to readers, as in these examples:

A device that modulates outgoing signals and demodulates incoming signals
is called a modem. (Defining a new word)

Henceforth, we shall use the term fext to be synonymous with natural lan-
guage message. (Redefining an existing word)

As they say in French, c’est la vie, and there are similar expressions in Spanish,
Italian, et cetera. (Using different languages in a single text, only one of which is
explicitly identified)

The primary advantages of natural language as a means of communication
are that (1) it can be understandable to large groups of users without special train-
ing and (2) just about any nuance of meaning can be expressed. This does not
mean that untrained people can read chemical journals any more than they can
read medical X-ray pictures. It does mean that any user familiar with the vocab-
ulary of chemistry can read the text, but if there is a reference within it to a par-
ticular Chemical Abstracts Registry Number, even many chemists will not know
what that code means.

Another advantage is that natural language and its users are fault tolerant.
The song titled Yes, We Have No Bananas, the common expression that inverts
its own literal meaning, “I could care less,” (which actually means “I couldn’t care
less.”) or the just plain ungrammatical, “T ain’t got none,” are all readily under-
stood by most native speakers of English.
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The disadvantages of text are primarily (1) the lack of conciseness, (2) ambi-
guity, the possibility that the text will not yield a single meaning to all readers,
and (3) the difficulty of interpretation of text by a computer. Can a computer
understand the topic of the sentence “To be or not to be, that is the question?”
Probably not, but it can do some text interpretation. If the text is of a fairly
straightforward, explanatory nature, whose author has not used unusual imagery
or metaphor, computers have been fairly successful at “understanding” what the
subject is. This usually means selecting the words most important to the subject,
or recognizing that two or more texts are on the same or similar subjects. When
computers can do this, they can relieve human users of much work in retriev-
ing information. It may be precisely by the use of unexpected images, as in
poetry, that an author is best able to convey a meaning, but such information is
likely to be missed by a computer.

3.2.2 Restricted Natural Language

‘When it is necessary for a computer as well as humans to interpret a text,
restricting the vocabulary or syntax can alleviate many problems. Like natural
language, restricted natural language is not well defined. It can be any sublan-
guage for which the vocabulary or syntax or both are significantly limited, yet
for which the meanings remain more or less as in natural language. Reasonably
descriptive texts can be written if all sentences are of the form noun, simple verb,
noun, and we can easily allow an optional adjective before either noun, giving,
for example:

Computers understand restricted language.
People understand complex language.
Computers misinterpret natural text.®

Most humans comprehend natural language.

The asterisked sentence is an example of how a restricted language can be mis-
leading. Computers do not always misunderstand natural text, but they may do
so and will probably do so more often than people will. This is actually a con-
ditional sentence, but we cannot express such a subtle conditional or probabilis-
tic concept in this primitive language.

The restricted natural language technique is used with command languages
for computer software. A common form of language for use with a database
search system permits such sentences as PRINT NAME AND ADDRESS FOR SALARY >=
65000. The program that recognizes this might allow variation in the order of
occurrence of clauses: FOR SALARY >= 65000 PRINT NAME AND ADDRESS, but
might probably not recognize the meaning of GIVE ME THE NAMES AND
ADDRESSES OF EMPLOYEES WHO MAKE AT LEAST 65K.

Human users seem to like the flexibility of being able to write clauses in
any order. Many like the fact that the resulting sentence reads like an English
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sentence. If there were a syntactic error, a computer program might be quite
adept at identifying where the error lay, something it probably could not do
unless a restrictive syntax were in force.

The Association européen des constructeurs de matériel aérospatial has
developed a form of “simplified English” for use in aircraft maintenance docu-
mentation. (AECMA, 1995) Commercial airplanes are manufactured in only a
few countries, but used and serviced in many. A guide was developed to reduce
the complexities of English for non-native speakers. It is not a new language. It
is an attempt to reduce ambiguity. For example, we commonly use an expres-
sion such as “follow the instructions.” But, follow is formally defined as meaning
only “to come after.” The preferred form is “obey the instructions.” Or, instead
of “This regulation extends to all units,” say “This regulation is applicable to all
units.” Basically, the guide simply urges good English usage, and it could only
help, hardly hurt, text-based information retrieval. Nevertheless, it does restrict
expressiveness somewhat.

3.2.3 Artificial Language

‘When the information to be represented is limited in variability, it can be
represented in highly compact and unambiguous form, cutting storage require-
ments and vastly simplifying the computer programs that must interpret it. While
user training in the use of the language is required, the chance of usage errors
can be minimized.

An example i1s a command language for a computer system, whether for
general purpose computing, as C++ or BASIC, or specialized use, as with the
database systems APPROACH, or DIALOG. Command languages have a syn-
tax, and there is usually at least some degree of context dependence. This means
that a symbol does not always carry the same meaning, wherever or however it
occurs, but that context can determine meaning. For example, many such lan-
guages use quotation marks, as we do in natural language, to alter interpretation.
WRITE (“X + Y”) in a computer programming language typically means to write
the symbols “x”, “+” and “Y”, while WRITE (X + Y) means to write the sum of
the values of variables X and Y.

In the DIALOG IR command language, SELECT COMPUTER means to
retrieve all records containing the word COMPUTER as a value of any of several
tacitly understood attributes. The command EXPANDCOMPUTERmeans to look
COMPUTER up in a dictionary and display some of the words that precede and
follow it alphabetically. The command EXPAND SELECT COMPUTER is ambiguous
in English because it could either consist of a phrase with two commands (an
error) or a request to EXPAND the phrase SELECT COMPUTER, which is syntacti-
cally acceptable even if not very meaningful. DIALOG would sense only the lat-
ter meaning and would look in its dictionary for the phrase SELECT COMPUTER.
If a mistake had been made (the first interpretation) DIALOG would not catch
it, and the user might be baftled by the system’s response, which is meaningless
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in this assumed context. It is something like what happens when a wrong num-
ber is dialed on the telephone, but the caller does not immediately recognize
the initial response and believes the connection is correct. Then, the question,
“Is Ms. So-and-so in?” can receive a baffling response when the answerer denies
that this person, who is expected to be well known, is even to be found at that
number.

The very precision of meaning of artificial language may require expendi-
ture of great effort by users to learn error-free usage. It is characteristic that small
errors are not tolerated. In effect, the use of artificial language tends to represent
a shift of responsibility from computer software and records designers to users.

3.2.4 Codes, Measures, and Descriptors

These are individual strings of symbols such as a Dewey Classification
Code (used to identify the subject matter of a library book), a single word
(descriptive of a book’s subject), a color code (for describing an automobile), or
a real number (patient’s temperature). Some other examples are:

A bit map 1s an array of bits. Outside the field of computer graphics it
means that each bit has an assigned meaning that can be represented by the value
0 or 1. In graphics, it refers to a means of representing a picture. The map
011100 in a personnel file might compactly indicate a person who is Not a
Union Member (first 0); Salaried (1); In the Savings Bond Program (1); In the
Retirement Program (1); Not in the Stock Purchase Program (0); and Not a
Full-time Employee (0).

A menu, iIn computer terms, more or less as it Is in restaurant terms, is a list
of options offered to a user. Selection of an option is often done by entry of a
code, typically the line number of the choice or the first character of the text
describing the choice, or pointing to the choice with a mouse. It is almost
unheard of to require that a user type in the entire text of a choice instead of a
code representing that choice (but it has been done).

A list of frequently used phrases is used in voice radio communications, to
be transmitted as codes to speed transmission and reduce error, for example,
ROGER, OVER, or 10-4. Each of these has a precise, assigned meaning within a
community of users.

Descriptors, in the sense of words or phrases used to describe the subject
content of a text or graphic, are discussed in Chapter 4. They are usually drawn
from a limited list of allowable terms, as are codes.

The advantage of strictly limited attribute values is that they tend to be
unambiguous and concise. If we ask for the number on hand of a particular item
in the warehouse, both the number and the item description will be well iden-
tified and unambiguous in meaning, although, in fact, the information could be
wrong. For example, 1.21 divided by 0.31 gives a quotient of 3.903225 . . . |
which appears quite correct to the uninformed. But, as data this is misleading.
If the first two numbers are known only to two decimal places, the quotient
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cannot be known to six or more, even though there is the appearance of greater
precision. Similarly, a linear measurement made with a tape measure subjected
to stretching or heat-caused expansion may not be as accurate as it appears.

It 1s possible that the appearance of precision of value or definition could
lure users into asking the wrong question, say for number sold when the real goal
is to find rate of demand or projected sales. The difference, which can be criti-
cal, in that what is actually sold may not be what the customers initially wanted,
but agreed to accept if what they wanted was not available. It could result in
restocking second-choice items and not reordering what was really wanted.
Classification codes may represent little more than the opinion of one classifier,
not “truth.” Knowledgeable users, in such cases, learn that errors and ambigui-
ties do occur, and they look for alternate possibilities.

When records are designed to appear well defined and structured, and
something goes wrong with the data, there may be more confusion than if the
data did not appear to be so precise. What is an air traveler to think when an
incoming flight is posted on a display board as due to arrive one hour affer that
same flight is shown as scheduled to depart the airport? Or what does a depart-
ment store customer do when an automated store directory gives directions such
as, “Go down two flights, then turn right” that are all wrong because the
machine is located on the wrong floor? These may appear far-fetched, but they
have been encountered by the authors.

3.2.5 Mathematical Models of Text

Another approach to document representation is to focus on what words
or other symbols are present on the assumption that these represent the mean-
ing. The simplest method is simply to list the attributes of the document and the
values of these attributes. Then, this list is searched instead of the document.
When an attribute may contain more than one word or string of non-blank
characters, it is useful to record the relative position of each word within the
text. This way, if the words NEW and ORLEANS are in a text, we can quickly
determine whether they constitute the phrase NEW ORLEANS or are merely part
of a discussion about something new in the city of Orleans.

A frequently used model is called the vector space model (Salton and McGill,
1983, pp. 120-123). It represents a fext rather than a complete document, in that
it normally does not recognize attributes, other than words occurring in the one
attribute that contains text, i.e., not author, date, etc. The model assumes an
n-dimensional space, one dimension for each possible word or term. This means
that, in general usage, n would have a value in the thousands or hundreds of
thousands, the number of words in a natural language. Each text is represented
as a vector in this space. Each component of the vector (distance along one axis)
is either O or 1, depending on whether the corresponding term is absent from or
present in the text. In its simplest form each text vector terminates at a point in
the vector space within the unit hypercube, as shown in Fig. 3.1. A hypercube is
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Figure 3.1

Document vectors on the vertices of the unit hypercube: each text is represented by a vec-
tor whose component, along each term axis, is either 0 or 1. Thus, all vectors must ter-
minate only at one of the corners of the cube. In real life the number of dimensions is far
greater than can be illustrated on a two-dimensional page.

simply a geometric construct analogous to a three-dimensional cube, but having
n dimensions. Since each possible term is either present or absent, all vectors reach
a point at a vertex of the hypercube, as shown in the figure.

A variation permits the use of a measure of significance or frequency of
occurrence of the term to be used instead of the binary present—absent value. In
this case, a vector can terminate at any point within the hypercube. See Fig. 3.2.

In either case, the use of text vectors allows us to compute a measure of
similarity of one text to another. Similarity, here, means similarity of vocabulary
which is a reasonable approximation to similarity of meaning. The measure is
based on the angle between two vectors. The smaller the angle, the greater the
similarity. This will be discussed at greater length in Chapters 9 and 10.

3.3

Characteristics of Information Representations

When we select a mode of representation of an attribute, such as natural
language or a code, we are selecting a tool, albeit an information tool. We want
it to perform certain tasks: (1) to discriminate between different entities, (2) to
identify similarity among entities, (3) to allow accurate description of entities,
and (4) to minimize ambiguity in interpretation. These desiderata may conflict
with one another.
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Figure 3.2

Document vectors in the unit hypercube: each document is again represented by a vec-
tor whose component length may be anywhere in the range 0.0 to 1.0. Therefore, the
vectors may terminate anywhere within the hypercube.

3.3.1 Discriminating Power

The ultimate in discriminating or resolving power is a unique code value, one
that applies to one and only one entity in a database, thereby clearly separating the
one entity from all the others. Because a person’s name cannot be relied on to have
this characteristic, large employers, schools, prisons, and tax authorities issue num-
bers that are unique in the community in which they are used. By mistake or fraud
such codes are occasionally not unique, but the effort is made, and the instance of
error is usually low. The U.S. social security number, intended as a unique identi-
fier, does not always function as such. When, early in the history of Social Security,
a facsimile of a social security card was included in a line of men’s wallets, over 5000
people reported the number thereon as their own. Moreover, the Social Security
Administration has reported that over four million people have two or more num-
bers (Records, Computers, and the Rights of Citizens, 1973, p. 112). Hence, with prob-
ability about as high as we can get in information systems design, we can accept that
difterent values of an attribute imply different referents, that equal values in differ-
ent records imply that the records refer to the same entity, and that some errors will
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be made. A well-designed, complete information system should have some proce-
dures for recognizing errors and for handling them when they do occur.

3.3.2 Identification of Similarity

Classification codes can show both similarity and dissimilarity. When entities
are not truly unique, we would like to be able to tell when there are differences
among them. Dewey Decimal Classification codes show both the similarity and dif-
ference among entities. If two code values are 004.692 (electronic mail) and 004.693
(electronic bulletin boards), then we can see at a glance that the entities are alike, in
that they share the attribute of being in classes 004 (data processing), 004.6 (interfac-
ing and communication), and 004.69 (specific kinds of computer communication),
yet are not identical because they are in different subdivisions of the 004.69 class.

3.3.3 Descriptiveness

This is a characteristic related to uniqueness. We use descriptive power to
show how one entity differs from the others, but at the same time to show similar-
ities. Of importance, then, is completeness of description, accurately describing all
the important information about an entity. Of course, importance will vary with
the beholder. A language with great descriptive power gives its user the choice of
what aspects to stress. Natural language, as we have noted, offers the ultimate in
expressiveness in words and enables us to avoid the problems caused by overly sim-
plistic classifications or codes. Library classification codes may or may not be highly
descriptive of book content; it depends on whether users understand them.

3.3.4 Ambiguity

The partner of descriptiveness is often ambiguity. Novelists and poets can
be descriptive in ways many of us cannot approach, but they can also be easily
misunderstood. Where a community of users shares a common understanding of
a set of symbols (a hospital’s operating room team, pilots and air traffic controllers,
waiters and cooks in a restaurant) terse language can be used with little probabil-
ity of error. Where there is no prior basis for common understanding, meanings
must somehow be established within the text of the communication, and here is
where the poet can surpass and the inarticulate writer simply fail to communicate.

Ambiguity refers to lack of uniqueness of meaning. Precise writing is not
necessarily concise, but it is unambiguous. “The temperature is five degrees
Celsius” is ambiguous to some extent because the reader does not know whether
“five” means “5” an integer between 4 and 6, or “5.00,” a number between
4.995 and 5.005. Codes have the capacity for precision, but do not always attain
it, as color codes often really identify a dye lot rather than describing a color in
a way that conveys a visual image to readers of the words in a file.
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3.3.5 Conciseness

This refers to the number of symbols used to represent a value: “2” is more
concise than “two.” Also, “Mt.” is a concise and common representation of
“Mount” but this conciseness comes at a cost when the abbreviation is used for
sorting, as in a telephone directory. In that case, the publishers must recognize
the abbreviation, temporarily replace it with the full word, sort, then go back to
the abbreviation for printing. People not fluent in English may find it difficult to
find Mt. Sinai Hospital or St. Paul’s Church in the directory because they are
not listed as spelled. Further, highly concise codes may not be particularly use-
ful for expressing fine points of variability. The value of conciseness is mostly
economic, but it also affects how well a message holds a reader’s attention.

3.4
Relationships Among Entities and Attribute Values

The composition of symbols can be used to make clear the relationship
between attribute values and the entities to which they refer.

3.4.1 Hierarchical Codes

A hierarchical code identifies a node in a hierarchical or tree-like structure
(Fig. 3.3), in this case a portion of the Dewey Decimal Classification. Such a
strictly hierarchical structure allows each node to have one and only one “par-
ent” or superordinate (except for the highest node in the structure) and any
number of “children” or subordinates. Records or nodes sharing a common par-
ent are known as “siblings.”

If the reader or user knows the structure, then identifying a node means
that its relationship with all other nodes is understood. In a geographic context,
identifying the Province of Ontario implies that it is included within the nation
of Canada and the continent of North America, and that it contains the cities of
Toronto, Kingston, and Hamilton. If the term ONTARIO were not part of a hier-
archy, then we would not know if, standing alone, it indicated the province in
Canada, the town in New York, the city in California, or the Great Lake.

3.4.2 Measurements

A measurement is a comparison of some attribute with a reference value
or scale. (Boyce et al., 1994) There are, of course, internationally accepted stan-
dards for measuring length, time, and mass. To measure the height of a person
is to make a statement of the ratio of the person’s height to the standard of
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Figure 3.3

Basic hierarchical structure: perhaps the most common organizational method in use,
each element has a single “parent,” or superordinate element, except for the first element.
Any element may have any number of subordinate elements. This is a segment of the
Dewey Decimal Classification structure, the entirety of which would not fit on a single
page. Some titles have been shortened. Any given subject is expected to fit into one and
only one category and then all superordinate categories are implied. Ambiguities, how-
ever, exist, as in the difference between mathematics and statistics.

length. Such ratio measures can be highly exact in the sense that they can record
the finest degree of variation.

Sometimes we can measure only nearness to distinct points, such as the
integral number of feet of a person’s height or the letter scale (A, B, etc.) used as
a grade in school, where it is understood that the intervals between points on the
scale are supposed to be all alike, i.e., that the difference between the grades A
and B is the same magnitude as the difference between B and C. This is called
interval scale measurement.

“Measures” like GOOD and BAD in behavior, LEFT and RIGHT in politics,
or GOOD, BETTER, AND BEST as often found in mail order catalogs, imply an
ordering of the values but no precise indication of the distance between them;
hence, such measures are called ordinal. An ordinal scale serves only to place a
set of values in order relative to each other, but not to measure their distance
apart.

A fourth class of measurement is called nominal. It refers to the use of val-
ues that have no ordering among them. Typical examples are the terms used to
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describe a person’s race, gender, or religion. In a typical data form, there will be
a set of possible values for each of these attributes, but there is no established
meaning, for example, to relative distance or ordering among Baptists,
Anglicans, and Roman Catholics or between males and females. Usually, we
simply resort to alphabetic ordering in such cases.

Measures are used to achieve uniqueness in description, to discriminate, to
identify similarity, and to minimize ambiguity. How descriptive they are depends
on the scales used. A common procedure in restaurants is to invite patrons to
evaluate service using an ordinal scale containing the points FAIR, GOOD, and
EXCELLENT. The absence of POOR quite limits descriptiveness.

3.4.3 Nominal Descriptors

Nominal descriptors are often used to describe the content of bodies of
natural-language text to make it easier for searchers to discriminate between
records on their subject and others. These may be individual words selected from
the text, called keywords, or phrases with some hierarchical relationships among
them, called subject headings. Their use makes writing a query easier for searchers
because there are fewer ways to represent a subject in this “language” than in
natural language. Typically, subject-describing terms are limited within any data-
base, i.e., there is a defined vocabulary, and both the creators of records and
searchers are expected to use these terms only. That requirement imposes the
further requirement that all users learn the language or face the likelihood of
unsatisfactory search results.

Nominal values are often limited by a published list of allowable values, as
in the classification schedules for book cataloging or the model types in auto-
mobile inventories. An attribute such as a person’s name is also a nominal
descriptor. It would hardly be possible to devise a complete list of permissible
names to be held by employees in a large company or students at a university.
Nonetheless, each name is a valid descriptor of the person, and almost any com-
bination of letters might be used in some part of the world as a name. Although
we could maintain a list of authorized bibliographic descriptors, and a computer
can assist users by rejecting invalid ones, we cannot use any kind of authority list
to validate a name, unless we are dealing with a limited entity population, such
as the set of authors of books cataloged by the Library of Congress or of persons
listed in the Manhattan telephone directory.

One rule that is normally imposed is that only one form of any given term
will be used as a nominal descriptor. We might specify the singular form for
nouns and the participle form for verbs, e.g., use WORD, but not WORDS,
WORD’S, WORDING, WORDED, etc. More important, in cases like the spelling of
authors’ names, it may be necessary to establish an authority file showing the form
deemed correct within a community. This could overcome variations in translit-
eration of names from one language or culture to another, the use or non-use of
first name or initials, or pseudonyms.
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3.4.4 Inflected Language

The use of prefixes and suffixes, even when not using full natural language,
creates many problems for information systems, at both the record creation stage
and the search stage. Inflections show similarities and differences and can add to
ambiguity. The usual method of control over this form of ambiguity is to impose
rigid controls, such as:

Alphabetize all names using MC or MAC prefixes as if spelled MAC.

Alphabetize names beginning with VON, VAN, or VAN DER by what follows,
i.e., do not include the prefixes in the name for this purpose (or always use the pre-
fix for alphabetizing)

Omit punctuation: O’MALLEY becomes OMALLEY or the separate words O and
MALLEY.

Use only one form of a word with multiple endings (see the WORD example
above).

3.4.5 Full Text

As we pointed out earlier, if the content of an attribute is represented in
unrestricted natural language, there are many ways to say the same thing, and any
given word may have more than one meaning. Relationships between records can
be well established if word usage is similar. Dictionaries and thesauri can be used
to establish a link between different words or phrases having similar meaning.

Long ago, Luhn (1958) recognized that words occurring frequently in a
text, apart from the “common” words like A, THE, OF, etc., characterize the sub-
ject matter and can be used to relate similar texts. This basic notion has been
expanded on and refined by such researchers as Salton (1989), Croft and
Thompson (1987), and Liddy ef al. (1995), now giving us reliable ways to relate
a natural-language question to records stored in a database, or to relate one data-
base record to another. Both relationships are established through similarity in
the pattern of frequency of use of words or word families, i.e., a word and its
synonyms or other words frequently co-occurring with it. We shall pursue this
at greater length in Chapter 9 and show a practical example in Chapter 15.

3.4.6 Explicit Pointers and Links

The final means of recording a relationship between records is to establish an
attribute of each record that “points” explicitly to related records. This means that
the author of the record, or some computer program, has recognized the nature of
relationships that could exist and has set up something like a “see also” pointer. In
this case, each record indicates the location of the next record in order (whatever
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the ordering basis may be): the next closest record in meaning, a subordinate
record, a superordinate record, a record cited by the entity of this record, etc.

This is the basis for the design of a database using one of the newest
(Nelson, 1981; Parsaye ef al., 1989, p. 223-291; Shneiderman and Kearsely,
1989), and yet oldest techniques of database ordering, now called hypertext
(Englebart, 1963; Englebart and English, 1968; Nelson, 1965). Essentially this
means of ordering was called linked lists, threaded lists, or simply list structures
(Letkovitz, 1969, pp. 127-129). In hypertext a series of records is linked by mul-
tiple chains or pointers. The reader or searcher may follow any pointer at any
time. If the text of this book were written in hypertext, a reader might choose to
follow this paragraph with the next one mentioning the word Hypertext, or the
first paragraph in the next chapter, or the bibliographic entry for the third refer-
ence, or for the next paragraph in the order written by the author. A bibliographic
citation is a form of pointer. Most commonly it means, “The source of the infor-
mation just stated is . It can also indicate a source for more information
than was presented in the citing work. This is, of course, the basis for the World
Wide Web in which documents are linked by pointers which go from document
to document and can represent any relationship of the one to the other.

3.5

Summary

In all of IR, we are continually trying (1) to find records with unique
attributes, (2) to separate one set of records from the others, based on attribute
values, and (3) to bring together those records with similar attributes, i.e., to cre-
ate sets of similar records. The success of the mechanics of these activities
depends heavily on the manner in which attributes are represented. If one record
identifies the color of an object as GREEN and another identifies the same object
as RED, because the two humans who created these records disagreed in their
perceptions owing to color blindness in one of them, there is almost no way to
relate the records on the attribute color. We can, however, relate the records if
we can refer to another source that establishes RED and GREEN as synonyms for
one particular record author, or if we can find other attributes that may have val-
ues in common. It is in this search for alternatives that we sometimes find the
greatest creativity exhibited by searchers or by the designers of computer pro-
grams to assist users. One of the most challenging problems of IR is that an
author of a query may express a concept differently from the way the authors of
documents express the same concept.
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Attribute Content and Values

4.1
Types of Attribute Symbols

An attribute of an entity has a name and a value or content. Content may be
the entire value of an attribute or only part of it, as when we refer to a part of a
text, say the introduction to a politician’s speech, which may contain several hun-
dred words. The entire text or value is contained in a field of a record or attribute
of an entity. The field is the container of the value. It may be subdivided, say into
paragraphs, then sentences, then individual words—anything that has a physical
definition, such as ending with a period or a tab character. Value is the mathemat-
ical meaning, not the economic meaning. The value of an attribute named date of
birth might be 590217 (17 February 1959). An attribute named author might have
the value TEDESCO, ALBERT S. In neither case are we attributing preference; we are
merely recognizing that a symbol, or value, identifies a particular date or person.
The complete text of a news article may be considered a single attribute of the news
item, along with date, by-line, headline, and page number.

Value is a concept of importance to those concerned either with com-
puter programs that process data or with computation of the amount of stor-
age space required. Meaning, reliability and credibility, may be highly subjective,
say when applied to a new statement of intelligence about a military enemy
or suspected criminal. A note about any of these attributes may be appended
to the statement, thus becoming an attribute of the statement but with the
general understanding that it is an opinion, not proven fact. To a large extent,
but not totally, database designers have control over the symbols used to
represent attributes. One way to look at this is in terms of the alphabet or
basic symbol set used to construct individual attribute values. Among the
common types are infeger (a string of bytes using only the characters 0, 1,
2, ..., 9 plus an optional sign byte) or alphanumeric or character Ivalues, usu-
ally a string of any characters that have a print equivalent, such as 0, 1, 2, a,
bye,....(@,!,...).

Specifying the basic types, together with some syntactic or morphological
rules, gives the following types.

73
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4.1.1 Numbers

Most commonly, we deal with infegers, or whole numbers, or real numbers
whose meaning in the computer world is a number that may have a fractional
part. Real numbers, as the term is used in computing, consist of a set of numeric
digits with one and only one decimal point and a sign. They are commonly rep-
resented in computer storage as two numbers plus a sign: a mantissa between 0
and 1, and an exponent, understood to be applied to 10. The number 12.34 might
be represented as 01234002, where:

The initial zero is taken as a plus sign;

1234 is the mantissa, representing .1234; and

002 is the exponent, implying that .1234 is to be multiplied by 102 or 100,
giving 12.34.

Another example of a numeric form, of less interest to information
retrieval (IR), is currency, represented as a number preceded by the sign § (or
L, 1, or ¥), with optional commas between every three digits and with data to
two decimal places, as $12,345.67. Commas may be optional. In Europe,
12,345.67 may be written 12.345,67 or 12 345,67. The storage representation
can be the same as a real number, but somewhere there must be stored the nota-
tion on how to represent the value in a display.

4.1.2 Character Strings: Names

These are represented, unfortunately, in many different ways. An author’s
name in a bibliographic file might follow the pattern last name, comma, space,
first initial, period, second initial, period, as TEDESCO, A.S. One of the difficulties
caused by the many different standards in use is that a searcher looking for
TEDESCO AS (no punctuation) may fail to retrieve the name, because a program
tends to declare the search string to have been exactly matched or not matched
at all. Usually, names the world over consist of or are transliterated into strings
of alphabetic characters and blank spaces. Numerals, as part of a name, are rep-
resented in Roman form, as Elizabeth II or John Smith III. Such a rule can help
in checking the validity of spelling. If “?” shows up in a name, it implies an error.

Once we have selected a means of representing an attribute, it becomes
possible to determine the similarity or other relationships among entities by
virtue of the values assigned. For example, we can measure the similarity of one
real number to another by computing their difference or ratio. If the height of
one person is 180 cm and another is 181.2 cm then, for many purposes, we
would probably like to consider these values to be equivalent, or at least similar,
the difference being well <1 percent. We have no established metric for the
measurement of similarity of names as we do for numbers, although metrics
exist. How similar are SMITH and SMYTHE or TSCHAIKOWSKY and CZAJKOWSKI?
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One possible answer is achieved by counting the number of letters in common.
SMITH and SMYTHE share 4 out of 5 or 6, depending on which count is used as
denominator. The other two names share 7 out of 10 or 12. Another approach
is the use of digrams, or letter pairs, that are in common. SMITH has the digrams
SM, ML, IT, TH, and SMYTHE has SM, MY, YT, TH, HE. This gives only two in
common out of four or five, but if we recognize the similarity of I and Y, the
count goes to four of five. Also, unfortunately, John Smith III could be written
John Smith 3rd, compounding the matching problem.

TSCHAIKOWSKY and CZAJKOWSKI (Russian transliteration and Polish spelling
but both pronounced identically) share 4 out of 11 or 9 digrams, but if we can
equate Y and I or I and J, which look different but are pronounced similarly, the
count goes to 7 out of 11 or 9. Again, the method is sensitive to language and
transliteration variations, but it gives a reasonable measure quickly.

Much of the effort of database design goes into selecting symbol systems
or means of representing attributes to fit the needs of database users, including
adhering to existing standards and customs. For example, it is usually more con-
venient for data processors always to refer to employees by number to avoid
error. But this is socially unacceptable. Custom dictates that names may be aug-
mented by numbers for more positive identification, but not replaced. Another
custom, in the form of a U.S. federal government standard, but not mandatory
for non-government use, is the set of state abbreviations such as AK, AL, AZ . . . .
The remainder of this chapter is devoted to various ways to achieve uniqueness
in attribute representation, or its opposite—using value systems that assign sim-
ilar values to similar entities. We conclude with an examination of some of
the problems of ambiguity in attribute value systems and methods of control-
ling them.

4.1.3 Other Character Strings

When it comes to ways of representing part numbers, classification codes,
automobile license plate numbers, etc., there may be no limit to the character
sets used. Certainly, there is no general rule. Therefore, we do not have gener-
alized means of recognizing subfields or morphological correctness. If the string
is limited to words then it is possible to check spelling, as with word processors,
or to find related words. Further, standard programs for truncation or classifica-
tion by sound (see Section 4.3) may be used.

4.2
Class Relationships

A common need in database usage is to group together records that share
an attribute value, which means to create a subset of the database consisting of
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all records having a common (or similar) value of some attribute. The phrase
DESERT SAND may conjure up different images to different people. In the man-
ufacture of automobiles or household appliances, it might denote a color.
‘Whether the color applied is the color of the sand in any actual desert is not the
point. The point is that any two products of the same manufacturer to which
this value is attributed may be assumed to be colored alike. Two products with
only slightly dissimilar colors may have quite different-appearing color names
and other manufacturers may use a wholly different color vocabulary.

A major league baseball team might search its own and other teams’ ros-
ters for a first baseman who is over 6 foot tall, over 190 pounds in weight, under
25 years of age, and has a batting average of at least .275. Nevertheless, having
set all these specifications, the team’s manager might like to ask for a tolerance
of 5-10 percent on all values, to avoid missing someone who bats well at .300,
but is one year over age at 26. Both these examples illustrate that true precision
is not achieved merely by writing down precise-looking values, and that overly
precise values may not be what is wanted in a search.

4.2.1 Hierarchical Classification

The classification of the subject matter of books or journal, magazine, or
news articles is a major application of attribute design in which the values must
show the degree to which entities are subject related. The most common way
to do this is to use a hierarchical classification system. Biology, perhaps more
than any other science, makes use of such classification systems for identifying
plants and animals or their internal structures as well as writings about them. The
basic concept is that all subjects (or all living things) constitute a universe to be
divided into a series of mutually exclusive subdivisions. Mutually exclusive means
that an entity, once assigned to one category, cannot also be assigned to another
at the same level of detail; the one assignment excludes any others. This notion
is extremely convenient, but does not always correspond to reality or to every-
one’s perceptions. Few books will be seen by all readers to be on one and only
one subject, hence to belong in one and only one class.

Hierarchical classification also implies that, when a subclass has been
assigned, the entity is identified as being a member of every superordinate, or
higher, class in the structure. The superordinate class is often called a parent; a
subordinate class, a child; and children of the same parent, siblings.

Figure 3.2 showed a segment of the classification schedule, or hierarchy of
values, for the Dewey Decimal Classification, used mainly for books. Table 4.1
shows part of the system used in biology for living things.

Given a particular book, a library cataloger using the guidance provided
in the classification schedule and other supporting documentation as well as his
or her experience with how similar books were previously classified, decides in
which subclass to place the book. Also to be considered in this decision is
how the users may perceive the subject. Whether a book on IR or on database
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Table 4.1

Hierarchy in Biology®

Taxonomic group Example
Kingdom Animalia
Phylum Chordata
Subphylum Vertebrata
Class Mammalia
Order Primate
Family Hominidae
Genus Homo
Species sapiens

“The taxonomic groups for animals, starting from the
highest level, the kingdom Animalia, to the most
specific, shown here as Homo sapiens, which combines
the genus and species names.

structure should be subordinated to library and information science or com-
puter science may depend on the user group for which the book is intended.
The appropriate choice of classification is not a constant. Thus, the convenient
assumption that a single classification value for each book is appropriate and will
satisfy all user needs breaks down if we do not understand how the users will per-
ceive the subject.

In contrast, within a given user community the use of hierarchical classifi-
cation does give an approximate measure of closeness (See Section 3.3.2) that can
be of great value when the user is not sure in exactly what category the infor-
mation being sought should be. So, as with much of IR, the issue is not whether
classification is “good” or “bad” but how well users understand what it means
and what its limits are. It generally has to be recognized that when either a user
or a cataloger assigns a classification code to an information entity, there is only
a certain probability that this assigned value is “right.” By “right” is meant that
this is the code value usually assigned to such information, hence it will proba-
bly be used when searching for the item—another example of the community
of users and the justified true belief issue. However, even in the same user com-
munity, differences will occur. We note that the first edition of this book was
classified by the Library of Congress as Z699.M413 (Machine Methods of
Information and Retrieval), and the second edition as Z667.M43 (Library
Science, Information Science). The classification of the third edition remains to
be seen as this is written.

4.2.2 Network Relationships

Sometimes a set of entities is related in a way that appears hierarchical at
first glance, but does not have the characteristic that each entity belongs to one
and only one superordinate entity. For example, a doctor in a hospital may have
more than one patient, so the doctor—patient relationship may be viewed as a



78 4 Attribute Content and Values

A \
A1 .
A2 A3
X
a. Basic hierarchy I \
A

B

— T\ A A3

B [o] A2
/ A \
A1 \
A3 st
A2

b. Multi-level hierarchy

c. Network structure. Members may be
linked to other than a parent or child.

Figure 4.1

Forms of networks and hierarchies: the basic hierarchy (a) consists of a single “parent”
with several subordinates. In a multilevel hierarchy (b) the parent of one element may be
a subordinate of another, as A is to X. In a network structure (c), any element may
“belong” to or be related to any other element.

hierarchy of one level. But a patient may be treated by, hence in a sense be sub-
ordinated to, more than one doctor. In some communications networks, station
or node A may talk with A1, A2, ..., but each of them may talk only with A.
Station A, in turn, may be similarly subordinated to another station X, but other
network configurations might permit A1 to talk directly with A2, or with B, a
member of another branch of the hierarchy. In these cases, we use a structure
called a network, although the other forms are also networks—an unfortunate
multiple meaning of the term. These network concepts are illustrated in Fig. 4.1.

Basically, the concept of parent, as used in a hierarchy, is generalized in a
network. A record in a network may have more than one parent, a parent may
have any number of children, and perhaps two parents of an entity need not be
at the same hierarchic level.

4.2.3 Class Membership: Binary, Probabilistic, or Fuzzy

In Section 4.2.1 we introduced the complex question of uncertainty in the
degree to which an entity has a particular attribute value (such that it falls in sub-
ject class C). The reality is that we must consider the extent to which members
of a particular user group agree that it has the attribute, or the extent to which it
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measurably has the attribute. For example, we can assert that the home language
of a family in the Province of Québec is French, with probability 0.83, accord-
ing to Canadian Markets 1986, and the melting point of copper is 1083.0 *
0.1°C according to the McGraw-Hill Encyclopedia of Science and Technology. Both
these variables may have different values if measured under different circum-
stances. Subject classification is based on group concurrence. Demographic val-
ues are based on measurement by survey. Physical measurement under
controlled laboratory conditions, using universal standards for units and for
methods of measuring, is generally accorded the highest level of acceptance by
scientists. But, even slight variations in materials used or test conditions can result
in different values. Scientists must learn to cope with these differences in reports.
A vivid example of this is a famous graph showing the thermal conductivity of
tungsten, at different temperatures, as measured by a large number of observers.
The individual values were all plotted (Fig. 4.2) on a single set of axes and
a smooth curve fitted to the data. The curve is very smooth and suggests that
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Figure 4.2

A graph of physical measurements showing variations around a smooth average: this chart
portrays a number of individual measurements of the thermal conductivity of tungsten,
indicating how many variations there can be of even so well defined an attribute. (First
published in Journal of Physical and Chemical Reference Data.)
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values along it are the most reliable. But there are dozens of points not on the
curve that someone, under some circumstances, thought reliable.

Two approaches to membership classification, binary and fuzzy (or prob-
abilistic), are described below.

1. Binary membership—When a person has been awarded a university degree, he
or she may thereafter be classified as a graduate at the level of bachelor, master,
or doctor. Barring fraudulent credentials, there is no doubt about the degree
obtained, which is a different matter from that of what the person knows, although
the former is often used as a measure of the latter. When a bank opens an account
for a customer, it may be a demand savings account, checking account, or time
deposit. The bank will determine the classification with the customer’s concur-
rence, and that is that. The decision may subsequently be changed, but is not sub-
ject to evaluation or review; the customer may have meant to open a different
type account, but there is no question about what type was opened. In these
cases, we have examples of binary membership in a class or set. An entity is in a class
or not. These are the only possibilities; there is no in-between possibility. Most
bibliographic classification and indexing is of this form.

2. Fuzzy or probabilistic membership—When a library cataloger reads a 300-page
book about IR, a decision has to be made about which class to place it in. There
are at least two choices in the Library of Congress classification system as we
noted in Section 4.2.1. There is, of course, a quite different possibility, QA76
(Computer Science). The choice is a matter of opinion, or the choice may be
stated as a matter of probabilities. We could say that the book is in class Z699
with probability 0.7 and in QA76 54 with probability 0.8. The probabilities are
independent of each other and do not need to sum to 1.

Multiple classification is inconvenient as the basis for shelving books, since a
given book can only be in one place at a time, and all of it, not seven-tenths of it,
must be there. But the use of probabilities with subject headings might be quite
helpful to a library user browsing in a catalog. The user would see that the cataloger
was uncertain, and this provides the user with more, not less, information. While the
book cannot be physically in two places at once, it can simultaneously have two
applicable subject headings or classifications. Catalogers and users may have differ-
ent opinions as to the probability or strength of membership of an entity in a class.

When we are uncertain whether or not an entity belongs in a particular
set, we can create a fuzzy set, one whose boundaries, content, or definition are
incompletely specified, or fuzzy (Kraft and Buell, 1983; Zadeh, 1965). This is an
extension of the concept of probabilistic membership. We can do this by assign-
ing the entity to the set and assigning a measure of strength of membership
explicitly stated as an additional attribute.

If all book classifications were accompanied by probabilities, then we
might do library searching by asking such questions as

“Get me all books that are in class ¢ with probability greater than .5.” Such
a statement means the user will accept books with even a somewhat tenuous rela-
tion with the given class.
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“Get me all books in class 1 with probability greater than .9 or in class ¢2
with probability greater than .6.” This means we want to be quite sure about c1 but
are willing to accept a relatively obscure connection with subject C2.

If we list the possible classes in which an entity falls without assigning a
probability and without implying certainty of membership, this is binary mem-
bership. This method is commonly used in manually assigning descriptors to
articles in bibliographic files. As many as 10-20 terms may be used to describe
the article, but there is no implication beyond the fact that the article is con-
cerned with this term to some degree; no weights or degrees of certainty are
assigned. In other words, the indexer may be implicitly acknowledging that
variation in strength of association exists, but no attempt was made to quantify
its extent.

Yet another variation is to have a multilevel indicator, or weight, showing
the extent to which an article belongs in a subject class, e.g., that the term
describes the article to a major or minor extent. For example, in the ERIC data-
base the descriptors preceded by ™ are considered by the indexer to be major,
e.g., © INFORMATION RETRIEVAL; * ONLINE SYSTEMS. The same descriptors:
INFORMATION RETRIEVAL; ONLINE SYSTEMS, without the preceding ™" would be
minor, i.e., relevant to the document, but not of primary importance. When
terms representing content classes are selected by a computer program analyzing
the text of a document, probabilities or weights based upon occurrence counts
are often assigned. We shall meet fuzzy sets again, when we discuss the logic of
searching in Chapter 10.

4.3

Transformations of Values

Earlier, we examined similarity measures for names such as SMITH and
SMYTHE or TSCHAIKOWSKY and CZAJKOWSKI. Similar questions are those of
determining how close one numeric measure or one fingerprint is to another.
Some kinds of symbols may have so much variation that, as is the case with
fingerprints, even two records of the same finger, taken at different times,
may show some differences if we consider all detail. One way to compare or
match them is to transform the original symbols into a higher order or more
general symbol; that is, to abstract the important characteristics, which is what
we do with the subject matter of a text when preparing an abstract or catalog
record.

With numeric data we most commonly do this by establishing a series of
value ranges, or class intervals, such as reporting taxpayer incomes in such ranges
as $0-9,999, 10,000-19,999, etc. Hierarchic codes that represent a sequence of
nodes in a hierarchical structure can be truncated for comparison purposes. This
is commonly done in libraries that use a truncated version of the classification
code to inform users where to find books in the various classes.
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4.3.1 Transformation of Words by Stemming

Truncation can be used with words to achieve a quick approximation
to the word root. A word for which we want to find an exact or near match
may be written as a stem or root word, and the retrieval system asked to find
words in storage that match the root. For example, the root ELECTR can be
said to match the complete expressions: ELECTRIC, ELECTRICAL, ELECTRICITY,
ELECTRO-MAGNETIC, ELECTRON, and ELECTRONIC. It will also, unfortunately,
match ELECTRA, the name of a character from Greek mythology, a play based
on that character, and a now-obsolete airplane. Logically, we are saying that
we wish to create a set of all records containing the word root in any con-
text. Two types of procedures are commonly used to determine the root of a
word. The first determines the semantic root and would equate BOX with
BOXES and perhaps, depending on the rules in use, equate RECEIPT with
RECEIVE. The second (Section 4.3.2) is to spell words alike (usually names)
that sound alike.

There is no single procedure for determining the root of a word. Rather,
a set of rules and procedures is established and each word to be stemmed is tested
by all the rules to see if they apply. We briefly review two sets of rules and pro-
cedures devised by Lovins (1968) and Paice (1990).

1. Lovins’ method-—This involves a two-step operation: first, the removal
of an ending, then the possible transformation of the ending of the remaining
word. Note that the result is not always the best possible root, but in such cases,
consistency may be more important than elegance.

A list of endings is compiled, and for each a Condition Code is specified
governing conditions under which the ending is removed. The list is in descend-
ing order of length of the ending, and then alphabetical. This means that a longer
ending, containing a shorter one (as ARIZABILITY contains ABILITY) would be
eliminated first. Examples are shown in Table 4.2.

Condition Code A in the table specifies no restrictions on stemming.
Condition Code B specifies that the remaining stem, after removal of the end-
ing, must be at least three letters long; C requires the remaining stem to be at
least four characters long.

Using Table 4.2, the word REALISTICALLY would be reduced to RE by
removal of ALISTICALLY, but for the rule for Condition Code B. This says not to
remove the ending if the remaining word would have less than three letters.
Instead, a shorter ending would be sought, such as ISTICALLY, giving the pre-
ferred root REAL. The word BELIEVE becomes BELIEV, by truncation, and this
would later be transformed to BELIEF by a rule not in our abbreviated table, but
explained below. CONSTABLE would become CONST, and TABLE would become
T because Condition Code A specifies no minimal remaining stem, although
presumably it should have.

A set of transformational rules modifies the ending of a word after a stem
is removed.
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Table 4.2

Endings in Lovins’ Stemming Algorithm?®

Length Ending Condition code

11

10

1

ALISTICALLY
ARIZABILITY
IZATIONALLY
ANTIALNESS
ARISATIONS
ARIZATIONS
ENTIALNESS
ALLICALLY
ANTANEOUS
ABLE

ABLY

AGES

ALLY

ISM

E

PTTITEEEORPP>>>T>E

“This is a sample of word endings or suffixes arranged in descending order of length and

alphabetically within a length group. This way, the longest suffix match is made first.

a. If a potential stem ends with a consonant other than s, followed
by the letter S, then delete the S.

STEMS — STEM, but
STRESS — STRESS

b. If'a word ends in ES, drop the terminal .

PLACES — PLACE
LIKES — LIKE

(This rule has difficulty with plural words of Greek origin for which
the singular ends in 1S, as THESES should go to THESIS.) Other rules could
be written specifically to deal with these Greek words. Examples:

INDICES — INDICE (This would be awkward unless further
processing were used to recognize the Latin morphology where the
plural form is INDEX.)

SYNTHESES — SYNTHESE (Similar error, this time with Greek
morphology.)

c. As endings, IEV — IEF and METR — METER. The word ISOMET-
RIC would first become ISOMETR and then ISOMETER, and BELIEV from the
earlier operation would be transformed to BELIEF. This works well with
English words, but not with Russian, such as PROKOFIEV.

d. If a word ends in ING, delete the ING unless the remaining word
after deletion consists only of one letter or of TH. Thus:

THINKING — THINK
SINGING — SING
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SING — SING (No change.)

THING — THING (No change.)

PRECEDING — PRECED (Not a meaningful word; needs fur-
ther processing.)

SLING — SL (Not a meaningful word.)

Since that the computed root of PRECEDING would be the non-word
PRECED, the E could be restored by another rule calling for adding E if, after
stemming, a word ends in ET, ED, or ES, but then MEETING — MEET — MEETE
which we do not want but could eliminate with a rule about double vowels
preceding the terminal consonant. It is easy to see how rules can proliferate.

e. If a word ends with ED, preceded by a consonant, delete the ED
unless this leaves only a single letter.

ENDED — END

RED — RED

PROCEED — PROCEED (ED not preceded by a consonant.)
PROCEEDED — PROCEED

f. If, after removal of an ending, a word now ends in A DOUBLE
CONSANT, E.G. BB, DD, OR TT, remove one of the doubled letters.

Thus, EMBEDDED — EMBEDD by removal of an ending, then
EMBEDD — EMBED by this rule.

g. If a word ends in ION, remove the ION unless the remaining word
has two or fewer letters. If the last letter of the stem is a consonant and the
letter preceding it is a vowel, add an E.

DIRECTION — DIRECT

POLLUTION — POLLUTE

PLANTATION — PLANTATE (which another rule would reduce
to PLANT)

ZION — ZION

SCION —> SCION

ANION — ANION

CATION — CATE (Error.)

Note that CATION is a made-up word, the combination of CATHODE
and 10N, and so does not have the usual kind of semantic root.

A workable stemming program would probably require at least 10—20
rules (hundreds are possible), including large numbers of provisions for spe-
cial cases and irregular words. The program would probably also have logic
for iterative application of some of the rules, such as transforming DIREC-
TIONS to DIRECTION to DIRECT. Programs to remove prefixes are possible,
but tend to be not very productive for search purposes. ACCEPTS, DECEP-
TION, and RECEPTION can be easily stemmed to ACCEPT, DECEPT, and
RECEPT, respectively. Then, removal of the prefixes would yield a common
stem of CEPT. All three words are derived from a Latin root meaning fo take,
but the modern meanings are lost in these transformations. A reminder: the
roots do not have to be meaningful words for them to be useful.
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2. Paice and Husk method—This is a more modern stemming procedure
which “Is iterative, and uses just one table of rules; each [of which] may specify
either deletion or replacement of an ending” (Paice, 1990, p. 56). A simple exam-
ple is a rule written as SEI3Y>, which states that if the ending IES (written backward
in the rule statement for easier detection by a program) is found, replace the last
three letters with the letter v. A later rule states that if the detected string (form is
the actual Paice—Husk term) starts with a vowel, then at least two letters must remain
after stemming, e.g., by rule GNI3 we convert OWING — OW, but SING — SING.

There have been many stemming algorithms, none perfect. In general, the
more the rules of the types illustrated, the greater the probability of correctly
stemming a word. But, inevitably, mistakes will be made, as often as not owing
to the vagaries of natural language, especially English. For example, as noted
above, English words taken more or less directly from Greek, like THESES, do not
follow the usual rules for removing terminal Es. Using English rules, we would
probably convert THESES into THESE, instead of THESIS. We can readily transform
DIRECTION to DIRECT and POLLUTION to POLLUTE (add the E after stemming
because the next-to-last letter is a vowel), but the same rule gives the transfor-
mation PLANTATION — PLANTATE, and, as above, PLANTATE — PLANT. Also, the
more rules, the more the expensive it is to do stemming, so perfection is rarely
sought. Paice states (p. 59) “there are people who tinker with rules, but they do
so in an ad hoc fashion; no systematic work on stemmer optimization seems to
have appeared in the literature.”

4.3.2 Sound-Based Transformation of Words

A different approach is to transform the spelling of words so that words
that sound alike can be made to look alike typographically to a computer or
human reader. This would be particularly useful when names are translated or
transliterated from one language to another. A system called Soundex (Steuart,
1990, pp. xii—xv) is commonly used by police and motor vehicle agencies in
North America to encode names, and is used in some database software as well.
While it deals with the expected sounds of the letters, it deals with only the let-
ters, not the actual sounds. Thus, it really encodes more what the names look
like than what they sound like. The transformation is culturally biased because
of different pronunciations by people of diftferent national origins.

Soundex 1s a mapping of many onto a few values. The original version
reduces any name to one alphabetic character followed by three numeric digits,
although it can be varied both in the length of the code and the technique of
mapping. The basic rules are simple. Retain the first initial of the name. Then,
convert subsequent consonants, ignoring vowels, according to the rules shown
in Table 4.3. If double letters occur, encode only one of them. Use no more
than three digits and fill with zeros if the name does not otherwise require three.
MORAN translates into M650: initial M, O not coded, R maps to 6, A not coded,
and N maps to 5. Then, fill with one zero to make three digits. The similar names
MARAN, MARIN, MOREN, and MORRIN all map to the same value.
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Table 4.3
Transformation of Letters in Soundex?®

Letter Numeric equivalent

B,F,P,V
C,GJ.K,Q,S$.X,Z
D, T

L

M,N

R 6
A,EH,I,OUW,)Y Not coded

[ I e O

“Individual letters are given the numeric equivalents shown. Note
that vowels are not coded and that several consonants may have the
same numeric value. Thus, many names can be transformed into the
same code. If there are not enough consonants to fill three positions
in the code, fill with zeros. Hence, SKY becomes S2000, LEDGER
becomes L326. Code double consonants as one occurrence.

SMITH maps to $530 as does SMYTHE, but under these rules SCHMIDT
becomes $253. The German form, SCHMIDT, calls for recognition that SCH often
indicates an alternate sound for s. If SCH were coded as s, then since D and T are
treated alike in Soundex, SCHMIDT would be equated with sMITH. The word
SCHOOL, also derived from the German, is pronounced in English by s followed
by the K sound for CH. SCHEDULE uses the SK sound in American English, but
the sH sound in England. TSCHAIKOWSKY (Russian transliteration) maps to T222
and czAJKOWSKI (Polish) to ¢222. The system is imperfect, mainly because it
does not recognize these differences in the way names from languages other than
English are treated. Soundex does work often, is easy to use, and can be modi-
fied to eliminate or reduce some of the problems illustrated. It could be used as
a technique for encoding or compacting ordinary words used as descriptors in a
record. The code is not unique, but the memory saved might be enough to
overcome this defect. See also the discussion of signatures in Chapter 9.

4.3.3 Transformation of Words by Meaning

The more or less mechanical transformations of words by stemming or
sound-based encoding are just that—mechanical. They are based on structure or
sound, not meaning. Another approach to transforming words so that they can be
matched with similar ones is by use of dictionaries or thesauri that explicitly state
the relationship of one word to another. For example, a document might men-
tion HOSTILITIES, and a query ARMED CONEFLICT, both meaning essentially the
same thing. A dictionary or thesaurus might declare that the official or canonical
term is WAR, which is treated as a synonym of these others, and is the preferred
or even required term in the context of a given database or publication.

An “ordinary” dictionary has definitions of words; that is, other words or
phrases that try to convey the meaning of the entry word. It may also explicitly
identify synonyms or antonyms, as well as other, related words which it identifies
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by such uses as “See . . .” or “More under . . . .” A thesaurus for ordinary use
would tend to be specialized, listing words that are synonymous, antonymous,
even rhyming with an entry word, but not giving definitions. Thesauri intended
for computer use are normally highly structured, giving for each entry word,
other words related in any or a combination of the following ways, each rela-
tionship followed by one or more other words:

Broader term—TERM1 1s a broader term than TERM2 if the meaning of
TERM?2 i1s included in that of TERM1. In common usage, SCIENCE is a broader
term than PHYSICS.

Narrower term—If TERM1 is broader than TERM2, then TERM2 is narrower
than TERM1. PHYSICS is a narrower term under SCIENCE.

Related term—Most commonly used to indicate a possible near-synonym in
some contexts and could be used to indicate siblings (terms sharing the same
immediately broader term). DATABASE and RETRIEVAL are related terms in the con-
text of COMPUTER SCIENCE, but RETRIEVAL has other, unrelated meanings as well.
PHYSICS and CHEMISTRY are siblings, under the common broader term SCIENCE.

Use—Sometimes words included in a thesaurus are not, or are no longer,
official controlled terms, but they may be listed for the convenience of users. We
might have an entry such as “MICROCOMPUTER: use, PERSONAL COMPUTER”
simply to indicate that the former, however commonly used in natural language,
is not the approved term in the database. Or “RADIO ENGINEERING: use ELEC-
TRONIC ENGINEERING” to reflect a change in usage.

Used for—The converse of use. If PERSONAL COMPUTER is shown as the
preferred term instead of MICROCOMPUTER, then there would be a thesaurus
entry showing “PERSONAL COMPUTER: used for MICROCOMPUTER.”

‘What happens if a word appears in a text but is not in the thesaurus? Such a
word could not be used in an index that was restricted to canonical terms only.
Too rigid a rule prevents new terms from gaining currency in indexes. A solution
by the ERIC database is to allow only canonical terms in an attribute called
descriptor, but any term an indexer chooses in a separate attribute called identifier.

A very large thesaurus called WordNet has been created at Princeton
University (Miller, 1995; WordNet, a lexical database for the English language,
2005) specifically for use with computer systems, not necessarily restricted to IR
applications. WordNet provides information about relationships among words, not
definitions of meaning. It is not a printed work. Its intent is to provide informa-
tion on current, not historical usage. This implies a need for frequent updating.

WordNet consists of a large number (over 207,000 in 2005) of word pairs,
consisting of an entry and a related word, and the relationship or syntactic cate-
gory. Words listed as entries are nouns, verbs, adjectives, and adverbs. The
semantic relationships noted are:

synonymy—the related word is similar to the entry, as (PIPE, TUBE)
antonymy—the terms are opposite in meaning, as (WET, DRY)
hyponymy—one term is under or subordinate to the other, as (MAPLE, TREE)
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meronymy—one term is a part of the other, as (TWIG, TREE)
troponymy—one term describes a manner of the other, as (WHISPER, SPEAK)
entailment—one term implies the other, as (DIVORCE, MARRY)

Such a work could include the entire hierarchical structure of a machine,
sometimes called a parts explosion, as (KEY, KEYBOARD), (KEYBOARD, COM-
PUTER) or (VALVE, TIRE), (TIRE, WHEEL), (WHEEL, AXLE ASSEMBLY), . . . which are
much oversimplified. WordNet could also be set up to recognize difterent rela-
tionships in different contexts, such as that leaf has a different meaning in print-
ing than in furniture design or botany. This calls for highly skilled development
and use. Will IR system users take full advantage of such a resource, if offered?
‘While WordNet is easily available on the Web, the current bibliography indi-
cates little use beyond research activity.

4.3.4 Transformation of Graphics

We can search text for the occurrence of words, codes, or phrases, or can
determine subject matter from word occurrences. But with today’s technology,
we are not that far along in determining the content of graphic images. Pictures
can be digitized in the sense that color or gray scale at specific positions within
the picture can be represented digitally. Thus, we have a digital set of coordi-
nates, x,y, and the color or gray scale represented as a number from 0 to n. But
what do these pixels represent?

There are two ways of processing text that are far ahead of what can be
done with graphics. In one, a searcher provides words and the search system
converts these to related words by stemming, looking up in a thesaurus, or find-
ing others that frequently co-occur. In the second, the system can form an
abstract of the contents of the text. In graphics, we can do some of the first but
not the second, except in very limited domains. In general, we must first describe
content by use of text, and then search the text. Since different indexers may see
quite different images, especially in non-representational art, the limitations are
severe. A review of indexing methods for images is found in Rasmussen (1997).

In a few specialized applications, however, successtul storage, search, and
retrieval of graphic images is possible. The problem is to prepare a generalized rep-
resentation of some object, then search a graphic file for occurrences of this pat-
tern. For example, we could describe a cow graphically, then search for a match.
But, no standardized example of a cow exists to match every artist’s vision of one.

Fingerprinting is probably the outstanding example of successful graphic
IR. Fingerprints are made up of a series of ridge lines in that portion of the skin
called friction skin, occurring on the hands and feet. These ridge lines tend to form
into general patterns known as arches, loops, and whorls as in Fig. 4.3a. In addi-
tion to the general pattern, there are many fine details, called minutiae, that can
be recorded, digitized, and used as the basis for IR, i.e., for finding a matching
print in a file, given a print to use as the basis for a search. The print used for
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Figure 4.3

Characteristics of fingerprints: some of the common general forms at a are: tented arch,
loop, and whorl. Minutiae within a pattern are shown in b in which can be seen exam-
ples of (1) a lake (a small white space surrounded by ridges), (2) a bifurcation, (3) an island
(a short ridge, surrounded by white space), and (4) a ridge ending. (Photos courtesy of U.S.
Federal Bureau of Investigation.)

searching might come from a recently arrested person charged with a crime or
from an accident victim for whom identification is sought. It also might come
from a latent print found at the scene of a crime.

The minutiae recorded consist of such features as ridge endings, bifurcations
(splitting of a ridge into two), islands, or lakes, illustrated in Fig. 4.3b. (Science of
Fingerprints, 1979, p. 29). Islands are ridges of very short length, and lakes are
formed when a ridge bifurcates, then rejoins. The original fingerprint filing and
search systems concentrated on the overall patterns. The more modern systems
also use minutiae. By plotting the location and type of the minutiae of a print,
enough information can be recorded to distinguish it from almost all the other
prints. It is not necessary that the mechanical search retrieve a unique match. It
is good enough, even preferable, for the search to retrieve a modest number of
possibly matching prints, so that a human expert can make the final decision
about whether or not a match has occurred, and testify to it in court. We do
about the same in text searching. We do not expect a retrieval system to get
exactly the one item we are searching for; we are normally content to retrieve a
small set from which we select the best.

Minutiae will vary, even on prints of the same person, taken at different
times and under different circumstances. The skill of the technician in inking and
impressing the hand, or scratches and the like on the fingers, can cause minor
variations. Thus, the algorithm used by a computer for matching prints must be
one that looks for a degree of match, not an exact match, between prints.
Essentially, it looks for a fuzzy set of matching prints.

This type of system works because, in spite of the complexity of the image,
users are able to identify exactly what aspects of the image they are interested in,



90 4 Attribute Content and Values

and then to devise a means of measuring and recording those aspects, namely
minutiae and ridge patterns. With something like news photographs we can, at
best, describe in words the principal object in view, or the place and date of the
photograph. We cannot identify everything of possible future interest such as an
interesting (as determined later) background object.

There are other examples of the need for searching and matching of graphic
images. Again in police work, it would help to be able to match descriptions of
a face with stored photographs. While police artists are sometimes successful in
depicting a face based on eyewitness accounts, such descriptions are often unreli-
able. Is there a method of automatically scanning a photograph to record features
objectively that can later be used to search for a match, from a new photo or a
description? Work is being done, but no solution is readily at hand at this time.

In trademark law it would help to be able to find any trademark matching
an existing or potential one. When a company wishes to create and register a
new trademark, it must conduct a search of previously registered marks to assure
that no duplicate or near duplicate exists. Further, it is the responsibility of trade-
mark owners to protect their rights from infringement by others. There are no
trademark police impartially looking for violations; hence, many companies, in
addition to verifying the lack of a match for a proposed new mark, routinely
search for near matches to their existing marks, looking for possible violations.
But, again, there is no way at this time for a computer to match the graphics.
The searcher must be content with a search of a verbal or encoded description of
a trademark, with the final matching being done by the searcher.

Web site search engine indexing concentrates on text in HTML format.
‘While Web pages may be highly dependent upon graphics, Java programs and mul-
timedia presentations, these will not normally be indexed except by manual assign-
ment of textual terms by some engines. However, work is being done in this area.
“Engineers at Purdue University are developing a system that will enable people to
search huge industry databases by sketching a part from memory, penciling in mod-
ifications to an existing part or selecting a part that has a similar shape.” (“Purdue
engineers design ‘shape-search’ for industry databases,” Innovations Report
http://www.innovations-report.de/html/berichte/informationstechnologie/
bericht-27629.html). Funkhouser at Princeton is at work on a 3D search engine
that will support queries in sketch and 3D model forms. (Princeton Shape
Retrieval and Analysis Group, n.d.)

There are other examples of the need for searching and matching of
graphic images. Again in police work, it would help to be able to match a pic-
ture of a face with a stored collection of photographs. Is there a method of auto-
matically scanning a photograph to record features objectively that can later be
used to search for a match, from a new photo or a description? Some success has
been achieved, but no complete solution is at hand at this time.

Faces are not as well structured as fingerprints. The one point that is fairly
easy to find is the pupil of an eye. From there, a program can search for the other
eye, eye brows, a nose or nostrils, and a mouth. But these are never as well defined
as fingerprint minutiae. The photographs are recorded as a matrix of pixels,
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usually each element representing the gray-scale value (0 = black, 255 = white).
One technique, called global, is to use a photograph as the query, comparing it
with stored ones in a database by matching all the pixels without regard for what
part of a face is being compared at any pixel. Potentially better is a method called
local. It makes use of the facial features that have been detected and the distance
and angles between them, somewhat as in fingerprint matching. But people
change, shave or do not shave, dye their hair, turn grey, scowl or smile, and they
are photographed under different lighting and posture conditions. The problem
is not fully solved. (Bruce,1988; Chellappa et al. 1995, Eigenface Tutorial; 2006,
Harmon, 1973; Hjelmas and Low, 2001.)

4.3.5 Transformation of Sound

In Section 4.3.2 we described the Soundex system for encoding letters
according to the sounds they represent. This is basically the transformation of
one string of alphabetic symbols into another based on how the letters are usu-
ally pronounced in English. But there are problems caused by multiple possible
sounds for some letters and the same sound generated by more than one letter.
In music, at any rate Western music, we have a system of representation that has
been evolving for hundreds of years (see figures 4.4 and 4.5). It can be quite
complex, but it does allow a performer to play or sing music by reading the sym-
bols. That s, there is no absolute need to hear someone else perform it or talk
with the composer or arranger.

A common problem in music is that a searcher knows or can hum or play
a few bars of a theme or opening line and wishes to find the name, full score, or
name of the composer of the work. Two somewhat similar methods have been
devised and used for years to produce published indexes to music. They encode
a theme or opening bars (incipits) using only characters found in a conventional
keyboard. Barlow and Morgenstern (1975) devised a system in which notes are
represented in print by letters corresponding to the lettered positions on the
musical scale. The music must first be transcribed to the key of C major and
some information, such as the time signature, is not recorded. It is easily possi-
ble for more than one composition to produce the same notation, but the
assumption is, as with graphics, there will be so few matches that coupling the
notation with additional information such as the type of composition (operatic
aria or popular song) or the name of the composer will quickly narrow the pos-
sibilities. Figure 4.4 shows the Barlow—Morgenstern encoding of the first line of
an aria from Smetana’s The Two Widows.

A second indexing system (Parsons, 1975) was designed to minimize the
musical knowledge required for its use. No transcribing of keys is required and
even the exact notes are not required. In this method, the first note of a line 1s
always represented by the symbol *. Thereafter, all that is recorded is whether
the next note goes up or down the scale or repeats the previous one. Thus, the
symbols used are *, U, D, and R. Again, this method does not give unique
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Figure 4.4
The Barlow—Morgenstern music indexing method: the musical notes for a line of a
Smetana opera are shown. Its encoding, after transcription, would be: DDAABB#.
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Figure 4.5
The Parsons music indexing method. The musical notes for God Save the Queen (or
America). Their encoding would be: *RUDUU URUDDD.
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Figure 4.6

The opening line for cello of Beethoven’s Fifth Symphony, third movement. There are
slight variations in the way this line is represented in the alphanumeric code in different
papers by Brook and Gould. This is a compromise.

retrieval, but is intended to enable a searcher to find a small number of possibil-
ities quickly. Figure 4.5 shows the encoding of the opening bars of God Save the
Queen (or America).

Several systems bypass the need for the searcher to encode music. Instead
the user provides the musical sounds, themselves (Fig. 4.6). One such system is
the New Zealand Digital Melody Index, MELDEX. According to its authors,
“[i]t accepts acoustic input from the user, transcribes it into the ordinary music
notation that we learn at school, then searches a database for tunes that contain
the sung pattern or patterns similar to it.” (McNab et al., 1997).

Other direct music input systems that can retrieve identification of pas-
sages are the Humdrum **kern representation from Ohio State University
(Everything You Need to Know About the “**kern” Representation, nd) and
Themefinder (About Themefinder, nd). Several systems, such as Finale and Sibelius
(Fogwall, 2001) primarily enable a composer to produce conventional musical
notation using only the standard computer keyboard or playing the music into
the computer.

All these methods illustrate the same central point, which also applies to
graphics and, less obviously, to all other forms of retrieval. Retrieval does not
require that a unique match be found for a query. A surrogate record may be
used instead of the original—as fingerprint minutiae instead of the complete
print image, up or down coding instead of the original notes, or title, author, or
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subject heading instead of a text. If the use of these surrogates saves enough stor-
age space and search time, and produces few enough output records, then they
are adequate.

A more complete survey of modern musical retrieval systems is found in
Downie (1997, 2003).

4.4

Uniqueness of Values

While we often want attribute values to reflect membership in a set or
class, so as to associate entities with like attributes, we also sometimes have the
opposite need: to separate each entity from all others. Particularly, when the
entities of a file are people, it is convenient, important, and may even be legally
necessary to clearly distinguish each person from all the others. In the United
States and Canada there is no universal identifying number, a number such that
each citizen or resident has one and only one number, which no one else has.
There is the U.S. social security number and the Canadian social insurance num-
ber, but these were not intended as universal identifiers and their issuing agen-
cies prefer that they not be so used. If we had such a system then it could be used
to advantage by anyone with a database of people, whether employers’ person-
nel files, bank deposit records, credit card accounts, school, police, medical, or
tax records. There would be no need for each database owner to create a new
numbering system for the people represented, and, if necessary, it would be quite
easy to find information about a person in someone else’s database, because the
one necessary key would be known.

The very universality that would be so convenient for record keepers is
found abhorrent by many people in North America because it takes away some
degree of anonymity and therefore of protection from prying or from errors in
interpretation. We all make mistakes, whether it be an unpaid bill, a poor grade
in school, or a youthful scrape with the police. The inability of information seek-
ers such as future employers or motor vehicle agencies to readily find this embar-
rassing information is a protection for us. As long as this is so, the opportunity
exists to start over. Not every case is so dramatic as that of Benjamin Franklin,
who ran away from an indentured apprenticeship in Boston to a spectacularly
productive new life in Philadelphia. But most of us, if we have had a dispute
with a department store over a bill, do not want an allegation of credit unrelia-
bility to be made available to every other business we might wish to deal with.
This is essentially the reason behind laws that prohibit release of the names of
juveniles arrested by the police or even convicted in the courts.

If there is going to be an identifying number, even for use within one
organization (a student or employee number), it is worth some effort to pre-
vent duplicate assignments and to reduce the likelihood of error in transcrib-
ing or transmitting the number. One way to do this is to include in the number
a check digit. A simple example is for a 9-digit attribute to add a 10th digit to it.
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This would be determined by adding together the nine digits, then using the
low-order, or right-most digit to become the tenth digit of the attribute. The
U.S. social security number is such a 9-digit field, usually written in the form
123-45-6789. The sum of this sample of digits is 45 and the units digit of the
sum 1s 5. Hence, we might use the 10-digit number 123-45-6789-5 as a more
reliable ssn. If a single digit is misread or mistyped, say as 124-45-6789-5 then the
check digit is wrong (it would be computed as 6 here), and the existence (but
not the location) of an error would be detected. We could also include the year
of birth, or a code for it, as part of the identifying number, as done in Sweden
(Westin, 1976, p. 261). This would reduce the likelithood of mistakenly using
a 2-year-old’s number for a 60-year-old person. Date of birth is less useful in
a military or school setting, because the ages of most of the people involved
tend to fall within a relatively narrow range. However, one of the issues in
identifier design (Secretary’s Advisory Committee on Automated Personal
Data Systems, 1973, pp. 109-113) is whether or not the number
or code should include any personal information at all about the identified
person.

The simplest method of assigning numbers is sequentially: the next entity
for which we create a record gets the next number in numerical sequence. This
is conventional when there are no privacy issues involved and no severe penalty
for error in transcription (hence no need for redundancy). Libraries do this with
acquisition numbers for books. The acquisition number contains no information
about subject matter or author identification. It serves solely to distinguish one
book from another, even two copies of the same work, and is used largely in
accounting and inventory operations. This is contrasted with a call number, used
as the basis for placing a book on a shelf in close physical proximity with works
of a similar subject content, and composed of an indicator of subject matter and
of the author’s last name.

4.5
Ambiguity of Attribute Values

‘While unique identifiers are used for some applications and indicators of
class membership, in yet other cases there is uncertainty about values or mean-
ings, causing confusion to a human reader or a computer program, or both. One
source of ambiguity is semantic—the meaning of symbols. Synonyms are two or
more different symbols having essentially the same meaning. Homonyms or homo-
graphs are two or more symbols that either sound or appear alike but have dif-
ferent meanings. Anaphora (Liddy, 1990) are words, such as if, whose function it
is to represent other words.

Synonymy is often context dependent. In general usage the verbs counsel
and advise mean essentially the same thing, as do streef and road. But, we do not
ask which street to take to get from Indianapolis to Chicago, and we retain legal
counsel, not advise, when in trouble with the law.
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Examples of homonyms are red (the color) and read (the past tense of the
verb to read), and of homographs, pound (the verb) and pound (the monetary unit
of Great Britain).

Consider the color word red and some related words: cerise, scarlet, and crim-
son. To an artist these may have quite different, or at least differentiable, deno-
tations, which are well understood and can be readily communicated to other
artists. To the average person, these words may all have the same denotation, or
we may understand that there are “supposed” to be differences, but we really do
not know what they are. Similarly, a news article might describe a person as
imposing, which will not bring up the same image to all readers. Worse, if a user
tries to retrieve news articles about imposing people he may not find any, or may
find very few and be unable to comprehend the commonality of meaning of
imposing 1n this set of articles. For this reason, in describing the content of books
or journal articles or the like, libraries try to use standardized phrases or a con-
trolled vocabulary to do so.

A controlled vocabulary is one for which some authority decides which words
or codes are to be used and defines the meanings of these terms and the rela-
tionships among them. Although use of a controlled vocabulary cannot guaran-
tee that each reader or cataloger will select the same terms to describe an item,
at least each term can be explained as to assumed meaning and differentiated from
other terms; hence, a controlled vocabulary causes each term to be unique in
meaning, for those who understand the vocabulary and its documentation. We
shall discuss means of achieving vocabulary control and some implications of its
use later in this chapter.

The homonym or homograph problem is generally worse for computers
than for humans because humans rely heavily on context to resolve ambiguity.
The very word mean has a number of different, unrelated meanings in common
usage: it is a noun in statistics (average), a verb in linguistics (to denote or connote),
and an adjective in describing an unpleasant personality (“‘a mean junk-yard dog”).

In IR, the existence of homographs suggests that the occurrence of a sym-
bol in an attribute value may not mean that the entity actually has the attribute
that could be inferred—a person of mean character versus a person of mean
height versus a person whose example can mean much to us. Homographs,
therefore, force us to consider different ways that (1) a concept or attribute we
wish to search for might have been expressed in the records to be searched and
(2) a value might occur that could appear to be what is wanted, but is not. In
the first case, we would search for alternative values, e.g., AVERAGE, MEDIAN, or
MODE. In the second, we would be aware that MEAN could retrieve completely
irrelevant records. We might have to use other terms to establish context. If we
want material about mean heights of people, we might want to look as well for
such words as AVERAGE, STATISTICAL, or HEIGHT. Only AVERAGE is a synonym
in this group. The other words help establish a context of statistics about per-
sons’ bodies.

Although simplistic rules for the use of pronouns make them appear
unambiguous, such is often not the case, and the resolution of anaphora is a
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problem of great difficulty in IR. In the sentence, “The dog wagged its tail,” the
meaning of ifs is clear, and its use here is grammatically correct—it refers to the
most recent noun. In, “Will everyone remove their hats,” the meaning of their
is clear to most readers, but grammatically incorrect because it does not agree in
number with the noun it actually represents. This could make it difficult to form
a correct association by computer. In the sentence, “Books have illustrations, but
their meanings may be unclear,” it is not at all clear whether their refers to books
or illustrations. IR systems permitting natural-language queries tend to ignore
anaphora.

Another form of ambiguity arises from syntax. The fact that a word occurs
in a text, even aside from homographic considerations, does not mean that the
text is about that word. For example, the word earthquake occurs in this book. It
has been used in an example. This does not mean that the book should be said
to be about earthquakes.

In summary, uncertainty can creep into recorded information or its inter-
pretation, however carefully we design or edit. There can always be someone
who interprets words differently or who does not read instructions. There can
always be typographical errors, even if we do devise error-detecting techniques
to find most of them. As we shall point out later, ambiguity in language can be
a great benefit, although achieved at a cost. We cannot eliminate it. We must learn
to live with it and even to take advantage of it.

4.6
Indexing of Text

In mathematics and computer science, indexing is a procedure or method
for accessing information. In mathematics the notation x; tells us that there is a
sequence of values of the variable »—a one-dimensional array. The value of i
identifies a specific element, and i is called an index. In computer science the
concept of indexing is more general. An index may also be an array or a file
whose elements point to elements of another file. If there is a file whose records
are in order by ssn, there may be a separate file (see inverted files in Section
6.4.2), each record of which contains a name and an SSn and is in order by
name. This, too, is an index.

Most professional books or textbooks have a subject index at the end and
may have a separate author index as well, listing each author cited and the page
on which the citation occurs. Even the table of contents of a book is, in a sense,
an index. It lists the numbers and names of chapters and sections and the pages
on which they begin, giving a good general sense of subject content.

In library and information science an index has a still broader meaning, as
discussed in Section 1.6. To index a book, journal article, or technical report is
to record the values of various attributes expected to be used as a basis for search-
ing. If the attribute is subject, then this form of index functions like a book’s sub-
ject index. If the attribute is the author or a named person in the text, then the
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index functions like a book’s author index. Traditionally, a great deal of effort
has gone into subject indexing, especially of journal literature and technical
reports.

There are three types of subject-describing attributes: classification codes (see
Section 4.2), subject headings, and individual words descriptive of a subject, often
called key words. The term descriptor can be applied to any of these, but is most
often used for the latter two.

Subject headings are taken from a prepared list of headings. In North
America the most common such list, for books, is the Library of Congress Subject
Headings (1998). Typically, two or three headings from this collection are made
a part of a library catalog record for a book. For a journal article or report, there
are usually separate sets of subject headings for each discipline or profession.
There is the Thesaurus of ERIC Descriptors (1995) in education, Medical Subject
Headings (MESH) (2006) in medicine, and the Ei Thesaurus (2001) in engineer-
ing. The vocabulary and needs of each discipline may be so different that these
sets of subject headings may bear little resemblance to each other, except struc-
turally. An article on the effect of asbestos materials on the health of children in
school buildings may be indexed from totally different points of view in the sep-
arate professions of medicine, education, and architecture.

At the end of World War II, a great quantity of scientific literature (pro-
duced as part of the Allied war effort and captured Axis files) had never been
made public. In the 1950s the cold war triggered a spurt of scientific and tech-
nological activity, and documentation. During the period from 1945 to the
1960s, attention began to be paid to the needs of subject control, or indexing of
the literature (Becker and Hayes, 1963; Bourne, 1963; Committee on
Government Operations United States Senate, 1960; Herner, 1984; Weinberg
and the President’s Science Advisory Committee, 1963). By some definitions,
information science was equated with documentation, which, in turn, was largely
devoted to methods of indexing.

Gradually, the emphasis began to shift from indexing toward retrieval, as
the volume of material required not just the creation of descriptive records that
could be published in book form (such as Chemical Abstracts or Index Medicus) but
mechanical assistance in retrieval, as well. There is no sharp delineation in time
between these emphases. Indeed, one of the landmark publications in IR was in
1945 (Bush, 1945); but nevertheless, not everyone agrees that the shift in empha-
sis has ever occurred.

As computers became faster and less expensive, it has become feasible, suc-
cessively, to include a natural language abstract as part of a bibliographic record
(for display only); then to permit search of the abstract for any word or combi-
nation of words occurring in its text; then to allow use of word roots and spe-
cific sequences of words in a search; and to find words that are related to but not
equal to words used in a query. Now we have many databases that contain and
allow search of the full text of books, journals, or newspapers. In a search engine
using the WWW as its database, it is possible to build the index using a restricted
set of HTML tags, or to use all terms from the complete document.
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Searching full text means that every word used by the author, every com-
bination of words, and pattern of frequency of use of the words is available to
the searcher or to a program operating on the searcher’s behalf. These—the
more complete information plus the intelligence that can be built into a com-
puter program—make it less and less important for the searcher to rely on for-
mal index terms.

We have, then, a change in the basic paradigm of IR. Earlier, retrieval
largely involved the user seeking the terms that had previously been assigned to
the text as the means to associate his or her query with stored records. More
recently, the work of association is done at the time of the search, not before-
hand. Indexing is still important, because if a user does understand how the index
works, a great deal of time can be saved.

However, we have yet to come up with automated indexing or searching
algorithms that totally alleviate the problems of natural language—homographs,
synonyms, passing mentions, negative mentions—as well as a human indexer
using a controlled vocabulary. At worst the use of controlled terms can set a con-
text within which natural language indexing can be more effective. At best it can
provide the needed specificity to zero in on a complex concept without the need
for considerable guess work. It seems clear that as the sheer amount of informa-
tion being accessed continues to increase, the use of assigned search terms will
continue to be important, to avoid being absolutely inundated with inappropri-
ate materials.

4.7
Control of Vocabulary

We use a controlled vocabulary to reduce ambiguity in indexing or
describing an entity, whether at the time of creating a record, of searching, or
both. Controlling a vocabulary means to limit the number of possible values
that can be used for attributes. Reducing the number of words or codes avail-
able for description and providing comments, hints, or instructions for their
use can, and should, reduce “error.” “Error” here may simply mean that two
different people may select different terms to describe the same entity. It is not
a matter of attributing fault or failure to either party. Lack of consistency
among indexers has been a traditional problem, in IR, long before the advent
of computers.

4.7.1 Elements of Control
To achieve a controlled vocabulary, the following elements are necessary.

1. Vocabulary—This could be a list of words to be used, classification
codes, subject headings, names of colors, etc. The list must be limited. In natural
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language, the language, itself, can be used to define new words, or words can
simply be used in new ways on the assumption that people will understand.
Terms from the 1950s or 1960s, such as MCCARTHYISM or STALINISM, are still
in use and generally understood, while HOOVERVILLE from the 1930s is proba-
bly lost on many modern readers. Of importance is that the vocabulary must
be able to describe the domain of entities and attributes, and that it should
avoid or come close to avoiding having more than one term with a common
meaning.

2. Explanatory notes—These are guides to help users select terms to
describe subjects. They are necessary. We cannot rely solely on the users’ knowl-
edge of subject matter or skill in natural language because the controlled lan-
guage is not natural, and controlled usages may reflect the jargon of a narrow
discipline or industry. The controlled language certainly limits vocabulary and
almost always limits syntax as well. The whole point is that, in natural language,
there 1s almost always more than one way to express a concept, but in a con-
trolled language, there is not supposed to be more than one way to do so; hence,
users may need help in finding that way. The most common forms of help are
dictionaries or thesauri that list the words in use, relationships among them, and
explanations to help in term selection.

3. Communication—A vocabulary and thesaurus are not enough. Language
is a tool of communication. There must be communication among the users of
a language to evolve a common understanding of usage and interpretation. It is
not enough for a group of record creators to use a language skillfully. The
searchers must also be able to use it skillfully.

A thesaurus displays the word list, relationships among terms, and scope
notes or guides to usage. Controlled languages change, as do any other lan-
guages, but not so quickly or readily. New terms must be added; archaic ones
discarded; perhaps others redefined. The changes are relatively easy for a record
creator to adapt to, since it is necessary only to keep up to date on the changes
and begin new usage as soon as it is official. Usually, all changes to a thesaurus
are rapidly disseminated to record creators.

It 1s not common for a database to be retroactively changed whenever its
thesaurus is changed. Therefore a searcher has to consider which terms were
appropriate for the date of all records to be considered for retrieval. For exam-
ple, in MESH a particular condition was indexed from 1969 to 1980 as Nominal
Brain Dysfunction and from 1981 to 1983 as Hyperactive Syndrome, and since 1984
as Attention Deficit Disorder with Hyperactivity. A search for information about this
condition over the period 1965-1985 would have to contend with three differ-
ent index terms. This means that most current databases must establish and main-
tain links in their indices between the new and old terms so that a search on the
new term also pulls in the older records. This provides an advantage that cannot
be found in natural language searching, and therefore not with Web search
engines.

4. Procedure for change—While we want to limit change in controlled lan-
guages, we do not want to stifle it. Normally, an official body is established with
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the authority to modify a controlled vocabulary when necessary, and with the
obligation to communicate changes to users.

4.7.2 Dissemination of Controlled Vocabularies

Controlled vocabularies are usually created as hierarchic structures,
although they may vary considerably in the number of levels of depth of the
hierarchy. The typical relationships used are those described in Section 4.3.3.
There can be other relationships and certainly other names for those illustrated
there. It is necessary to communicate the changes to the users and to the index-
ers. It is necessary to have the relationships among terms defined and explained
and disseminated among the potential user group as well as possible. This implies
the availability of the controlled vocabulary in its most current form to both
searchers and indexers.

Until relatively recently, it was not common for libraries to make the
book, Library of Congress Subject Headings available to patrons. Generations of
users may have been told in school or in library tours that “you can look it up
by subject,” but were never told what subjects they could look “it” up under or
how to find these subjects. This book of subject headings is a thesaurus for a con-
trolled language, although the “language” consists not of individual words but
largely of short phrases. If users do not know what is in it, they must guess, and
the poor retrieval outcome that is likely to follow on guesswork is caused nei-
ther by the cataloguers nor by the retrieval system, but by lack of communica-
tion among the community of users.

4.8

Importance of Point of View

In Section 4.5 we discussed several aspects of the ambiguity of attribute
values based upon the characteristics of natural language, and illustrated by some
of the vagaries of English. These quirks, caused by the relationships of signs to
one another in a linguistic context, are on the level of meaning analysis referred
to by Morris (1946, p. 3) as syntactic meaning, which goes beyond the basic
semantic meaning, the relationship of signs to their significates. Morris suggests,
however, that there is a third level that deserves mention, pragmatic meaning. This
is the relation of signs to situations and behaviors in a sociological or psycholog-
ical context.

Pragmatic meaning distinctions often occur in natural language. We have
previously (Boyce ef al., 1994, p. 101) used the example that shows the phrase
“Baton Rouge” stated at an airline ticket counter in Toronto could mean that a
passenger wanted a ticket to go to Baton Rouge, while the same phrase stated
to a flight attendant who is announcing that the plane is about to land could
mean the passenger wants to know if the plane is landing in Baton Rouge. It is
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a good example because the basic context is airline travel in both examples, there
is no syntactical difference in the expression, the sign and the significant are the
same in both examples, and yet within that context the viewpoint of both
the speaker and the listener change with the sociological situation. The fact that
the plane is about to land, possibly at an intermediate stop, does not change its
ultimate destination, nor does the ultimate destination identify which interme-
diate stop is at hand.

This would indicate that we might well need to consider such ambigu-
ity in any study of the meaning of natural language, and that we might wish to
control for it, should we be designing a controlled vocabulary. Since a search
on BATON ROUGE would find items where the phrase was used as a potential
destination, and where it was used as a current location, those who wanted
only to retrieve the current location usage might find a large number of false
drops.

It 1s possible to attempt to control for this problem by the use of the pre-
cision device known as the role indicator. This requires that the designers of a
vocabulary decide prior to its publication what potential points of view might
cause ambiguity in searching, list these points of view, and assign a code to each
of them. The indexer is then required to append such a code to each term
assigned, and it may then be used by the searcher to limit the pragmatic mean-
ing of the term (e.g., bafon rouge as a destination for ticketing or as the name of
the next destination of a particular flight, as the capital of a state, as a refuge for
hurricane victims). The assumption is that there is a set of points of view that can
be identified that will apply to all the terms of the vocabulary, and that indexers
can apply them consistently. The role is related to the idea of a facet in classifica-
tion theory, and to some extent to the idea of a scope note, which is used in a con-
trolled vocabulary to distinguish homographs. A scope note is unique to the term
to which it is assigned, whereas a role may be applicable to any vocabulary term.
In a sense roles may be considered a restricted set of subheadings that may be
applied to any term.

The first use of roles appears to have been in the telegraphic abstracts dis-
cussed in Section 1.5.2. There seems to be little doubt that roles can improve the
percent of useful records and reduce false drops. Unfortunately, they may also
reduce the number of relevant records retrieved, add complexity to both the
indexing and searching process, and have an adverse effect on indexer consis-
tency. As Lancaster (1968, p. 233) has said, “A cost-effectiveness analysis may
well reveal that it is more economical not to use role indicators, thereby saving
indexing and searching time, to allow some incorrect term relations to occur,
and to eliminate the irrelevant citations thus retrieved through a post search
screening operation . . . .~ Certainly, the device is little used today.

While the difficulties of pragmatic meaning are real, their effect on
retrieval may not be terribly great. They are one more element to be considered
in text-based retrieval. This is not to say that there are no other sociological or
psychological factors that affect how the user of an IR system judges the results
of a search. These factors are not topical, however, and are not related to the
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interpretation of a term’s meaning, but rather to factors affecting relevance
judgements (Barry, 1994). We will discuss these in Section16.2.

4.9

Summary

The essence of this chapter has been that attributes in databases are repre-
sented by symbols whose values must be generally understood among the users
of the databases. In particular, the authors or composers of records and of codes
and of controlled languages must consider the users. In some cases, such as sound
and graphic records, the encoding of an attribute may be so complex that sim-
plifying transformations are necessary.



Models of Virtual Data Structure

5.1
Concept of Models of Data

Just as we have symbols to represent the content of information, we need
a means of representing its structure. A data structure is a collection of data ele-
ments or objects and relationships among them. These relationships concern the
physical layout of the data objects or the semantic relations among them. There
are many kinds of semantic relations, e.g., that one element is the color of
another or that one record is subordinate to another.

A model of data is a particular type of structure or manner of visualizing a
data structure. One way of modeling gives consideration only to the constituent
elements and sequencing or placement of data elements within other elements.
The most common example is to state that records consist of name, address, and
telephone number and that these records are sequenced alphabetically by name.
Another kind of structural description considers only linkages among data ele-
ments, e.g., to state that a linkage exists between elements a and b. Another
might state that element b is subordinated to a, without defining the exact nature
of the subordination. Another level of interpretation of data structure concerns
the semantics or meaning of the linkages. For example, for a given employee
(the entity of a record), it could be stated that address is not merely a subordi-
nate element but that it identifies where the person lives (Cardenas, 1985; Date,
1985; Korth and Silberschatz, 1986; Parsaye et al., 1989; Standish, 1980;
Wiederhold, 1987). That may seem an obvious meaning of the word address but
there are others such as a location in computer memory.

In optics there is a concept called a virtual image. It is created when light
reaches the eye after being reflected from a mirror in such a way that an object
appears to emanate from within or behind the mirror. The point is that the eye
perceives light rays just as if they were coming directly from the object, but in
fact the object may be hidden from direct view, as in Fig. 5.1, with only the mir-
ror directly visible. It is not a conjurer’s trick, although interesting games can be
played with the phenomenon.

103



104 5 Models of Virtual Data Structure

Virtual image—
a reflection of the
real image

A A
Mirror
Light-emitting Observer A Observer B
object—the real  Sees the real Wall sees only the
image mage reflected,or virtual,
image
Figure 5.1

Virtual image in optics: observer A directly sees the image, but observer B sees only a
virtual image of the same object. To observer B, the image appears just as real as the one
A sees.

Computer science has borrowed the term wirfual and applied it to data
structure. The term structure here has two meanings, just as it does in civil engi-
neering. The Golden Gate Bridge is a structure—a combination of various steel
and concrete members assembled with specific relationships among them. This is
an instance of a structure. The Golden Gate Bridge is also a suspension bridge. A
suspension bridge is a generic type of structure, an abstraction. In a similar way
there is the distinction between the structure—specific or abstract—that is used
with any given computer or software system and that which is assumed by a pro-
grammer. The one assumed is an abstraction, a virtual image of the real structure.

An example occurs in hypertext (described in Section 5.4.1). A user views
a display that offers a choice of several possible next displays, or next pages. The
intent is to give the user the sense of continuity along any path that is meaning-
ful to him or her. Each path becomes a virtual document. Actually, the sequence
in which the hypertext frames are stored in random access memory (RAM) may
be unrelated to their sequence in disk memory or in use.

A more complex example is virfual memory. Under this concept a computer
programmer may write an application program as if that program and all of its data
were stored in a large RAM. In point of fact, the computer’s hard disk stores those
portions of the program and data that the RAM cannot. The programmer need
not be concerned with running out of space, which may actually be quite limited,
and may, therefore, seem to exceed the physical amount of RAM capacity avail-
able. Nor is the programmer concerned with the mechanics of making a change
to a file. A new value is simply presented to the appropriate program.
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In a virtual memory, the address space is the memory structure a program-
mer may refer to in the text of a program. It is not infinite, but may be limited
in extent only by the magnitude of a number used as an index or subscript. The
operating system would break up a large program or its data into smaller units,
usually called pages. Only a relatively few pages can fit in an average RAM at
any one time. The point is to insure that these are the ones needed, the ones
containing the data or program segments currently in use. Then the total
amount of space needed is much less than what the programmer assumes it to
be. The operating system would shuffle pages between RAM and disk storage,
using the same physical space over and over again, each time for a difterently
addressed body of data. This shuffling, or paging, takes time and requires that the
program doing it find the pages needed and, when bringing a new one into
RAM, decide which currently RAM-resident page to erase to make room for
the new one. In Fig. 5.2 when a segment of a program currently operating in
RAM wants another segment, say number 18, a message is sent to the operat-
ing system asking for the segment. The operating system (1) checks to see if the
segment is already in RAM, (2) if not, retrieves it from disk, (3) decides which
page in RAM to overwrite, and (4) writes the new page over it. Without going
into any more detail, it should be obvious that such a program can be extremely

1. Scan RAM to see if
program segment 18 is

present. Itis not. 2. Find program segment 18 in disk.

1 PROGRAMPAGE > 101
. Program pages /

2 PROGRAM PAGE 213 % RD:&% ’\mere 1-500 stored here

new segment.
3 DATA PAGE 1 Select page 4.
4 DATA PAGE 7T\ »

5 4. Move the Data pages 1-5000
5 DATA PAGE 987 segment to the stored here
lected .

Pages currently in RAM

RAM DISK
Current Contents: Current Contents:
3 program pages 500 program pages
3 data pages 5000 data pages
Capacity: 6 total pages Capacity: 5500 pages

Figure 5.2

Paging: the main memory of a computer is usually limited. Segments of data or programs
are brought in as needed from a larger memory. Shown is the sequence of events when
a new segment (18) of a program is needed. The RAM is searched to see if that segment
is already present (1). If not, it is found in disk storage (2). It must then be decided where
to put it in RAM, which may require overwriting another page, calling for a decision of
which page to remove (3). Finally, the move is made (4). The efficiency of these opera-
tions has a great eftect on the speed of execution of programs.
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complex. By using virtual memory, the application programmer can ignore this
difficult problem and concentrate on the logical processing of data, not the find-
ing or moving of it.

The terms virtual structure or logical structure refer to any virtual data organ-
ization, as distinguished from a physical organization. Data independence is said to
exist if users can deal directly with the virtual structures, thereby avoiding the
complexity of the actual structures.

In this chapter we are primarily concerned with the user’s mental image of
the logical or virtual structure of data. A word processor may break a document
into storage segments that have no relation to the author’s perceived virtual view
of the document’s structure. It might use a series of 128-character strings, ignor-
ing paragraph, sentence, and even word boundaries, and storing these strings in
a sequence different from that in which they occur in the text.

The user does not see the computer break up text into segments and
reassemble them. The difference between the user’s view and the physical real-
ity is of little or no consequence to the user. Unless the author has to go through
the painful process of recovering an accidentally deleted file, he or she will never
see the physical structure.

5.2

Basic Data Elements and Structures

Before going on to other models, let us consider more of the basic termi-
nology of data structures. A data structure begins with a single attribute and then
is built up by combining attributes into larger elements.

5.2.1 Scalar Variables and Constants

A variable is a data element that is a representation of an attribute and can
take on differing values, i.e., whose value can vary. A scalar variable is a single
instance of a variable. This is sometimes referred to as a field or item in computer
programming terms. The variable is used to represent an attribute, and some-
times the words are used interchangeably. A constant, in computer terms, is the
same as a variable, but its value may not change once the program using it has
been compiled; hence, not during execution of the program. If we were using
the value of 7 in a calculation, we would store it as a constant (3.14159 . . .). If
we were using the conversion factor between U.S. and Canadian dollars, we
would normally make it a variable, asking another program or the computer
operator to supply the current value when the program was run or querying
another file for the current value, because such a value changes frequently.

Scalars may typically be of the type: infeger (a whole number), real (a num-
ber with a possible fractional part), or string or character (a sequence of bytes, as a
word or alphanumeric part number).
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5.2.2 Vector Variables

A wvector 1s a variable that consists of a sef of scalars, each representing an
instance of the same attribute, such as a series of temperature readings for a hospi-
tal patient, or a series of subject headings descriptive of a book in a library catalog.

5.2.3 Structures

The term structure can be used to denote a set of data elements, not neces-
sarily all of the same attribute type. It is a somewhat unfortunate bit of nomen-
clature because this narrow definition has little to do with the broader concept
that is part of the title of this chapter—data structure. The term is often used in
the narrow as well as in the broader sense in computer science. Context usually
makes clear which is meant.

A structure called Address might consist of the scalars street, city, state,
and zipcode. (We capitalize attribute names that have subordinates, leave others
in all lower case letters.) The key characteristic of a structure is that it has depth;
it is not flat. Elements may contain other elements. An element of a structure
might be another structure or a vector, as a student record called student might
consist of name, address (another structure), and courses taken (a vector).

5.2.4 Arrays

In mathematics, array simply means a rectangular arrangement of data. A
vector is a one-dimensional array. A list of delinquent credit card numbers is
one-dimensional. An airline time table is a two-dimensional array. The columns
represent different flights, and the rows, different airports. A numeric value
within the array represents the time at which a given flight will arrive at or depart
from a given airport. In data processing, an element of an array can be any kind
of data element. Thus, a file is an array of records. A byte is an array of bits. An
array could contain structures, as an array of Former address, each of which is
defined as above.

5.2.5 Tuples

The word tuple is a noun made out of a suftix, as in triple or quadruple, and
which in turn comes from ply, meaning layer. A tuple is a one-layer structure. It
represents one occurrence of a structure that may contain one or more vectors
or other structures. It could be defined also as a structure whose constituent ele-
ments must be scalars—it cannot contain an array or subordinate structure. The
term tuple has generally been used only in the context of relational databases,
which we shall describe in Section 5.3.2. In that context a tuple has the interesting
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characteristic that it need not permanently exist as an element of any existing file.
A tuple could be made up of variables taken from more than one file and com-
bined into a virtual file, one that may not physically exist, but that the user may
address as if it did exist, somewhat as in paging.

As an example of a tuple, consider two separate files, one describing mate-
rials on hand and the order describing dealers from whom the items were pur-
chased. They might have the structures illustrated in Fig. 5.3.

Suppose our company anticipates a general transportation strike in
Centreville and want to see what items that we stock originate there and how
close we are to needing resupply. (What to do about the strike would be a subse-
quent question. Now we just want to see what position it might leave us in.) The
computer can enter the Supplier File to find records with CITY = CENTREVILLE.
From these records, extract supplier code. Then, search the Materials File for
records of those suppliers and use the results to create a temporary series of tuples,
each containing supplier code, item, type, number on hand, and reorder
level. These will only be for Centreville suppliers. This is raw material for deci-
sion-making. We may also need to know the rate of withdrawal from inventory
of the parts, possible alternative suppliers, and which of our own products might

Permanent File Permanent File

Materials File Supplier File
Name

Item type f

Item identification number iggfg’:é code

Supplier code Street

Price .

Shipping time City “® Search key

Number on hand State

Reorder level ZIP
Cumulative amount invoiced
Cumulative amount paid
Balance due

Temporary File of Tuples

—— — — — — — — — —

I Source of Materials

| Supplier code l
ltem type |
Number on hand |
Reorder level I

Figure 5.3

Creation of a temporary tuple: there are a permanent Materials File and a Supplier File.
From these can be created a temporary set of tuples showing all materials that come from
the city of interest. This particular combination of elements is not normally needed, so
the temporary file is discarded when its information has been examined.
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be aftected. The resulting tuples are not permanently stored. They are created as
needed, may be displayed or used for computations, and then discarded when no
longer in use. The user has only to define the desired content of the tuples, then
address questions as if the tuples existed. The user plays no role in physically
assembling them.

5.2.6 Relations

A relation, in brief, is the set of all the tuples that exist for a given set of
variables. In our example above, if we name the five variables supplier code,
item type, number on hand, reorder level, and city, then from all the tuples
for which there are values of these variables, we have the relation. In other
words, a relation, in the database sense, empirically defines the content or seman-
tic relationships among the variables constituting the tuples. In the world of the
database, there can be no semantic relationship not explicitly represented by a set
of attribute values: an attribute value, such as grade in a school, by definition,
may range over the theoretical interval O through 100, but in reality, it ranges
from the smallest to the largest actually occurring values, which in an era of grade
escalation may only span 72 to 98. Thus, the pragmatic value of the range is
determined by the relation, not by a theoretical statement. If there is a correla-
tion, say between the average grade for a student and high school attended, this
information can only be found by creating a new attribute and doing the com-
putations to determine the correlation; implications may be thought to be pres-
ent but not physically.

5.2.7 Text

It is not clear how to classify a data element consisting of natural-language
text, such as an abstract in a bibliographic record, the text of an article in a full-
text newspaper file, or even the response to a questionnaire item that adds, at the
end of the list of choices: “Other (specify).”

Text could be considered a scalar string variable of very great length.
While this is not very practical, there are information systems, particularly older
ones, in which the text component could be displayed but not searched. Thus,
large as it is, the entire text is treated as a single variable or field. More modern
systems will allow searching within a text variable for a particular substring of
characters, say the occurrence of STEROID within a text assumed to be dealing
with athletics.

A text could also be considered an array of words. This means we would
ignore the syntax connecting them, but doing so considerably simplifies the
mechanics of searching. Most retrieval systems, in effect, do this, by making a sep-
arate file (array of tuples) of words that occur in records of the database and the
numbers of the records in which they occur. The new file is sorted alphabetically
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and, as noted in Chapter 1, is called an inverted file. One is illustrated in Fig. 5.4.
It is now quite easy to find where (in which records) a particular word occurred.
This approach does not take any of the syntax of the original text into consider-
ation. Expanding on an earlier example, suppose a text were to include the state-
which denies that
automobiles 1s the subject. If we were to search for all records “about” automobiles,

bl

ment “This text is about bicycles rather than automobiles,’

by which we literally mean all that contain the word AUTOMOBILES in any con-
text, we would retrieve this text. This is the most commonly used method in
commercial database operations today.

Finally, we could treat a text as a structure, made up of a series of words
with a syntax relating them to each other or to the entity they describe. This

Text

Fourscore and seven years ago, our fathers
brought forth on this continent a new nation,
conceived in liberty and dedicated to the
proposition that all men are created equal.

Words and position number Words and position
in order of appearance numbers in alphabetic
order

fourscore 1
and 2 :go 1%
seven 3 all 25
years g and 2,19
ggtr) . are 27
brought 8
I)atherf1t ; conceived 16
; rgzg 5 continent 12
(¢l 10 created 28
?h?s 1 dedicated 20
) equal 29
continent 12 fathers 7
a 113 forth 9
Egrivon s fourscore 1
] in 17
;:noncelved } s liberty 18
men 26
IallrJ:érty 1 g nation 15
dedicated 20 o I
to 21 ou "
the 22 Olrg osition 22

roposition 23 Deve
{)h r o seven 3
“a 5 that 24
a 5 the 22
men 26 i

5 this i
are 7 to 21
created 28 years 4

equal 29

Figure 5.4

An inverted file: shown are a short text, the list of words in order of occurrence, with the
sequential word number appended, and the same word list sorted into alphabetic order.
The occurrence order of a word within a file enables a user to search for the phrase new
nation rather than merely new and nation occurring anywhere with respect to each other
because the location of the words can be seen to be adjacent and in the desired order.
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would be a great advantage to the searcher, because he or she could then use the
meaning conveyed by the combination of syntax and vocabulary. The problem,
of course, is that the syntax of natural language is too complex and variable for
this purpose. We would have to considerably restrict the syntax or the interpre-
tation of the text to use this method.

The uncertainty about how to search text, and how to interpret it if we
do search it, represents the principal difference between database management sys-
tems such as Paradox or Access and information retrieval systems such as Alta Vista,
LEXIS, or MEDLINE. The latter three systems use a great deal of text. Their
design is based on two assumptions. The first is that users will not know exactly
how to phrase a question because they cannot know how words were used in
every text to be searched; hence, they will not know exactly how to phrase a
particular topic. The second assumption is that the users will not know how
much information on the desired topic is in the file; therefore, they do not know
how much is likely to be found—possibly more or less than desired. Probing,
analysis, and revision are necessary. By contrast, searching for the number of red
sedans on hand at an automobile agency means using a precise syntax and vocab-
ulary, knowing that this information will be explicitly represented in the file and
once only, whether the inventory level is O or 100.

5.3

Common Structural Models

A data model, in our usage, is primarily a mental construct. It is descrip-
tive of the structure of data, not necessarily its meaning, although the two con-
cepts are not entirely separable because both involve the relationship of
information elements to each other. We present here a review of the four
major data models currently in use. They represent data structures as visualized
by a user, who may be a person querying a database, or an applications pro-
grammer writing a program to process data in a database. Both must under-
stand the logical structure and the relationships among data elements. They do
not necessarily need to know the physical structure used inside the computer,
so long as programs exist that can access data in accordance with the structures
these users visualize. The values of the data elements and the rules governing
them are also separate, but not entirely so. We discuss physical data structure
in Chapter 6.

Record location and sequence are almost invariably based upon a key
which consists of one or more attribute values that are within the record.
Sorting a file of student records by last name alone would result in many records
with the same key. Therefore, a secondary key of first name is almost always
used and perhaps even a tertiary key of date of birth to get as close as possible
to having a unique key for each record. If there should be more than one stu-
dent with the same last name, first name, and date of birth, their records would
be in random order.
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5.3.1 Linear Sequential Model

The linear sequential model, a very common data structure, is also called a
flat structure. It is simply a list or table of elements, with no hierarchical structure
other than the accumulation of records within the file—a straight line, no
branching. The data element can be a single scalar or a complete structure. An
example is the list of students registered for a given course—the class list. There
may be no information except the student number and name. The numbers
are in numeric order. Such a structure could be considered hierarchical, consist-
ing of a trunk with a large set of leaves emanating directly from it, but what is
most important is that, from any point in the file, it is always clear where the
next and previous elements are.

In this model, the data are organized so that the next element in alphanu-
meric order after the current one is also the next one in physical order. The method
is simple and compact. It makes for simple searching. This model of data is the old-
est we have and it can be described as a special, limiting case of each of the models
to follow. The commands or operations available for use with the structure vary
considerably with individual implementations. Typically, retrieval commands are
limited to some variation on a command such as SELECT IF ATTRIBUTE = VALUE.
For example, we might ask a system to SELECT IF NAME = ‘SMITH, A.B.”

Most of the white pages of telephone directories are files of this sort—they
are listings of name, address, and telephone number, ordered by name.
Yellow pages, and actually some parts of white pages, may have considerable
variation in the amount of information per entry. The ordering is by business
category, then alphabetic within a category. The category is not explicitly rep-
resented as an attribute of the individual entry.

5.3.2 Relational Model

A relational database consists of a set of relations (in the sense of Section 5.2.6)
or files of tuples. Typically, there is considerable semantic interrelationship among the
data elements in these databases; and a powerful set of operations that may be per-
formed upon the data. Users may define tuples, combinations of individual attributes,
to suit their own needs, and assemble tuples to build relations (Codd [the originator
of the concept]|, 1970; Korth and Silberschatz, 1986, pp. 45-106).

A number of operations can be performed on relations. Let us create a small
database of three relations (Fig. 5.5) to illustrate the operators, or symbols for the
operations. Call the relations: Transcript (name and number and listing of
courses taken (course number, course title, and grade received),
Identification (listing of personal information, such as Address), and Resources
(listing of instructors and classrooms assigned to courses). Typical operations are:

1. SELECT—The SELECT operator creates a subset of the tuples of a
relation that includes only those meeting the criteria stated in the command.
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Transcript Identification Resources
name name Instructor
number number name
course number Address department
course title street course number
grade city department
state classroom
postal code
high school
Figure 5.5

A graphic representation of a hierarchical student record. A set of relations: the contents
of relations that make up the history of a student’s record, are shown. The first,
Transcript, shows the student’s name and number, course number, and grade, for
each course taken. The second, Identification, contains personal information about the
student and the third, Resources, information about courses. With these relations there
need be no confusion about the meaning of number, for example, because each occur-
rence of the attribute comes in a different relation.

For example, SELECT COURSE = ‘ INTRO_PHYS’ (TRANSCRIPT) means to create a
new relation containing all those tuples of Transcript that have the value
INTRO_PHYS in the course title attribute. Different implementations of a rela-
tional database system can allow different syntaxes for commands. The one we
have illustrated has command name, followed by selection criteria, followed by the
name of the relation to be operated upon, in parentheses. An easier syntax might
allow this to be said as SELECT FROM TRANSCRIPT IF COURSE = ‘INTRO_PHYS.’

In both cases, it is implicit that what is selected is each a complete tuple
meeting the stated criterion.

2. PROJECT—The PROJECT operator selects the attributes of a tuple
meeting the stated criteria. The subset is defined in the example that follows by
an embedded SELECT command. The command PROJECT STUDENT, NUMBER
(SELECT COURSE_TITLE = ‘INTRO_PHYS’) (TRANSCRIPT) creates a new relation
consisting of only two attributes, name and number for each student registered
in course INTRO_PHYS (specified by the parenthetical operation). While, again,
we recognize that the symbolism may bother those not used to mathematics, we
can also see that quite complex operations or sets of operations can be defined
upon data in a very compact form. We see that operations can be nested, one
being embedded within another.

3. CROSS—The CrOSS operator allows expansion of a relation by adding
to it information from another relation. Suppose we want to know what second-
ary schools provide our university with its best students. Using the cross opera-
tion, PROJECT GRADE (TRANSCRIPT) CROSS PROJECT STUDENT, SECONDARY
SCHOOL (IDENTIFICATION), all student names and their average grades are col-
lected from Transcript; then, for each student, the name of each student’s high
school attended is found in Identification, and the two sets of data are combined.
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This yields a new relation containing student, grade, and secondary school.
These three attributes have not been together in one relation before. The origi-
nal goal of forming a new relation identifying the best students (defined here as
those with a B average or better) and the schools from which they came is
achieved using the command PROJECT STUDENT, GRADE (SELECT GRADE >= ‘B’
(TRANSCRIPT))CROSS PROJECT STUDENT, SECONDARYSCHOOL(IDENTIFICATION).

4. UNION—The UNION operator brings together two sets of tuples, as in
SELECT COURSE_TITLE = ‘INTRO_PHYS’(TRANSCRIPT) UNION SELECT COURSE =
‘INTRO_CHEM’(TRANSCRIPT) which produces a list of tuples containing either
one of the two courses. This 1s equivalent to the Boolean or operator.

The same result could have been obtained by the usage SELECT
COURSE_TITLE = ‘INTRO_PHYS’, ‘INTRO_CHEM (TRANSCRIPT), where the comma
(or other symbol, depending on implementation) indicates the operator OR or
UNION.

5. INTERSECT—The operator INTERSECT, if used instead of UNION in
the example above, would give those students who have taken both Introductory
Physics and Introductory Chemistry. This operator is, of course, the Boolean
AND operator.

5.3.3 Hierarchical and Network Models

The two kinds of structures we discuss here are rarely, if ever, found as the
physical structures of files in Information Retrieval System (IRS). But they are
commonly used as modes of representation of information.

In a hierarchical model, also known as a tree structure, each element of data
except one “belongs” to one and only one higher or superordinate data element.
The sole exception is the highest element. In an organization chart, the highest
position might be that of Chief Executive Officer. Metaphors for these structures
abound. They are often called trees, but relationships may be named after fam-
ily relationships (parents, children, siblings; or even hens and chicks).

Tree structures have a roof element, although this is something of a mixed
metaphor because the root of a tree has a branching structure like its crown. It
might be more accurate to use frunk as the name of the starting element. From
the trunk emanate branches and limbs or twigs, any of which can lead to the final
element, a leaf, which can have no subordinates within this metaphor. A portion
of the Dewey Decimal Classification was shown in Fig. 3.3.

Hierarchy seems an almost natural organization, or perhaps it seems natu-
ral because it is so common. It is by far the most common form in which to
structure an organization of people—a corporation, football team, or social club.
The overall structure can be complex, but the individual relationships are rela-
tively straightforward. Those with any amount of experience in organizations
know that the organization chart does not begin to tell all about where power
really lies, and who communicates with whom. Similarly, a subject classification
system, as used by most libraries, is an imperfect representation of the world of



115

5.3 Common Structural Models

knowledge, but we generally accept it as reasonable and useful. Books in a library
are usually placed on shelves in accordance with their position in the hierarchy,
but the structure dictates that no book may be in more than one place. Hence,
there is no way that a book (a leaf in our metaphor) can refer to other leaves—
books on related subjects or by the same author.

The network model differs from the hierarchical one by the removal of
two constraints. First, we no longer necessarily speak in terms of subordinates
and superordinates, but replace these with a more generalized relationship that
indicates only that one node is connected to another, and the direction of the
link. We still do not identify the nature of the relationship, as part of the defini-
tion; we merely note that the link exists. A second constraint removed is the
limit on the number of superordinate nodes. Any given element or node may
now have any number of related nodes of any kind. In the hierarchical model,
a node could have at most one superordinate and any number of subordinate
nodes (Korth and Silberschatz, 1986, pp. 107-142).

In Fig. 5.6 we showed a hypothetical network of different ways in which
books may be linked in a library-type setting. Any book’s record can includes
pointers to other books related by the same author, similar subject, or publisher.
The World Wide Web abounds with links, not necessarily having any other
meaning than that “here is another, related, record.”
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Figure 5.6
An array of structures or tuples: it is not normally possible to search for occurrences of

MIAMI following CHICAGO. A searcher usually must be content with finding whether or
not the terms appear at all, then checking the sequence manually.
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5.4
Applications of the Basic Models

Two modern types of databases are not themselves models of data, but are
types of databases built using one or more of the models just described. We
introduce them here to point out that not every type of database application
requires a different structural model and also to illustrate that there are different
levels of database structure. It is important in communicating with others to be
sure that all parties are referring to the same level.

5.4.1 Hypertext

This model is interesting partly because the underlying software concepts
as well as the application were conceived four decades ago (Englebart and
English, 1968; Nelson, 1965; Letkovitz, 1969), but it has become popular only
recently. Essentially, a hypertext file is a series of records or nodes connected by
multiple relationships to other records or nodes. Recall that in a linear sequen-
tial file, there would always (except for the last one) be a single next record, and
the meaning of next would be well understood by users. In a hierarchical file,
there could be any number of next records but at most one record preceding any
given one. The next records would all be next in the same sense, i.e., all would
represent different values of the same attributes of an entity, such as one of sev-
eral courses for which a student is registered.

In hypertext, a node may be related to any other node in any way defined
by the database designer. In this sense it is a network-model database. A user
who is reading a record on a computer monitor could ask for, as a next record,
any of the records for which a connection has been defined. If the file were a
textbook, it might be presented as shown in Fig. 5.7, a single text record, be it
chapter, section, or paragraph, might have multiple connections to other seg-
ments of the book.

At the top of the figure is information about navigation through the com-
plete text. Under this is identification data about the location the reader is cur-
rently at: chapter, section and paragraph numbers, and titles. Since a paragraph
of text may need more than the meager space available in a computer display,
the page number refers to the display page within a paragraph. A well-designed
system would allow more than one way for the user to indicate what to do next:
move a cursor to the choice (e.g., Back) or type B. Going back can have more
than one meaning: back one page, one paragraph, etc.; hence, a second menu,
shown below the path line, might be brought into use if the user indicates only
B. Another option is for the user to place the cursor on one of the highlighted
words in the text, which would instruct the system to go to the next record (or
the previous one) containing that word. “Word” in the path indicates that the
user wants to follow a word path, rather than the chapter-section-paragraph
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Path: Next » Par § Page Chap Word
Previous» Par § Page Chap Word
Table of Follow
Contents | Index Help link

Current Chapter: 5 Models of Virtual Data Structure
iti Section: 4 Applications of the Basic Models
position §: 1 Hypertext
Page: 114
Next §: 5.4.2 Spreadsheet files

Text:

This model is interesting partly because both the underlying software concepts

and the application were conceived nearly four decades ago (Englebart and English,
1968; Nelson, 1965; Lefkovitz, 1969) but it has become popular only recently.
Essentially, a hypertext file is a series of records or nodes. Connected by multiple
relationships to other records or nodes. Recall that, in a linear sequential file,

there would always (except for the last one) be a single next record, and the meaning
of next would be well understood by users. In a hierarchical file, there could be any

Figure 5.7

A hypertext presentation of a textbook: a hypothetical display shows a portion of a page
displayed (at the bottom), its position within the book, (middle) and a number of choices
for what to see next (at the top). The user could move about quickly and follow links to
other sources, but could not see much text at any one time. The path symbols represent:
top row: next paragraph (Par), next section (§), next page (Page), next chapter (Chap),
and next occurrence of a highlighted word (Word). Second row: previous paragraph
(Par), previous section (§), previous page (Page), previous chapter (Chap), and previous
occurrence of a highlighted word (Word). Bottom row: table of contents (TC), Index (I),
Help (H), and Follow link in text.

numbering system. “Word” in the heading would show what word was being
followed if a word path had been previously selected. This means that every
word in a text is potentially a link to other occurrences of that word. There are
other ways to organize a page, with more or fewer options. For any of them to
be useful, users would have to learn the system and become comfortable with
its use.

Hypertext can be a method of information retrieval. In a hypertext, links
have been predefined by the author, giving some selectivity to the user,
although generally restricted to these predetermined paths. The user can also go
to a general index and use it to retrieve new records or start on a new path at
any time. These selection criteria are not necessarily based on an explicit link to
the most recently displayed record. The hypertext technique can be used in IR
by allowing a user to point to any component element of a record, whether a
word in a text or an author’s name, and ask to see other records with the same
element value. This is contrasted with the more conventional requirement that
a user state explicitly the selection criteria for the next node.
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A B C D E F G

1 ABC Company, Inc.

2 Sales, Receipts, and Sales Tax Due

3

4 Product Product Price Number Tax Gross Sales

5 Class Sold Rate Receipts Tax Due

6

7 Shirts CL 23.50 112.00 0.05 2763.60 131.60

8 Ties CL 18.75 23.00 0.05 452.81 21.56

9 Hosiery CL 5.98 437.00 0.05 2743.92 130.66

10 Shoes, Pr. CL 83.00 26.00 0.05 2265.90 107.90

11 Wallets AC 15.00 14.00 0.08 226.80 16.80

12

13 TOTALS 8453.04 408.53
Figure 5.8

A spreadsheet file: this array shows product, product class, price, number sold, tax
rate, gross receipts, and sales tax due. Letters across the top identify columns, and
numbers on the left identify rows. These may be used in algebraic formulas. The sales tax
rate is computed as a function of product class. Gross receipts are computed as price
times number sold times (1+ tax rate). Sales tax owed is the amount collected as tax
and due to the government.

5.4.2 Spreadsheet Files

Spreadsheets have become a popular tool. Although they are called matri-
ces, they are more strictly an array of structures or tuples, or a structure of arrays.
That is, every element need not represent the same attribute and may have con-
siderably different characteristics from others in the same tuple. A spreadsheet is
a set of data organized into rows and columns, and may contain accounting data
as in Fig. 5.8, showing information about items sold in a retail store: product,
product class, price, number sold, tax rate, gross receipts, and sales tax
due. The last item is the amount of sales taxes collected and to be paid to the
government. The tax rate is assumed to be 8% on accessories, 5% on clothing.

Spreadsheet software makes it quite simple to enter data into the array and
to change it once there. Spreadsheet systems differ from almost any other file
structure in that a data element (cell of a matrix) may contain values or mathe-
matical formulas for computing the values. Values, in turn, may be data or labels,
which might be the names of the attributes.

Figure 5.9 shows some of the content of this spreadsheet, cell by cell. Note
that cell A7 is a label or the name of an attribute. Cell E7 has conditional value:
it is 0.05 if the item is clothing, and 0.08 otherwise. The content of F7 is a for-
mula, the definition of a relationship among values. For the values to be shown,
as in Fig. 5.8, the formula is replaced with its value. Because the formulas usu-
ally take up more space than the values, the formula version of the spreadsheet
is typically printed as a sequential file, as shown here.

In eftect, a spreadsheet is two files, one representing attribute relationships
and one representing attribute values. The first file, which is logically structured



A B C D E F G

1 ABC Company, Inc.

2 Sales, Receipts, and Sales Tax Due

3

4 Product Product Price Number Tax Gross Sales

5 Class Sold Rate Receipts Tax Due

6

7 Shirts CL 23.50 112.00 =IF(B7="CL",0.05,0.08) =(C7+D7) * (1+E7) =C7*D7*E7

8 Ties CL 18.75 23.00 =IF(B8="CL",0.05,0.08) =(C8+D8) * (1+E8) =C8*D8*E8

9 Hosiery CL 5.98 437.00 —IF(B97"CL" 0.05,0.08) =(C9+4D9) * (1+E9) =C9*D9*E9

10 Shoes, Pr. CL 83.00 26.00 =IF(B10="CL",0.05,0.08) =(C10+4D10)* (1+E10) =Cl0*D10*E10

11 Wallets AC 15.00 14.00 =IFB11="CL",0.05,0.08) =(C11+D11)* (1+E11) =C11*D11*E11l

12

13 TOTALS =SUM (F7:F11) =SUM (G7:G11)
Figure 5.9

Actual content of a spreadsheet’s cells: note that cells F7—F11 contain a formula in essentially algebraic language, using cell names as variables. Cells
E7-E11 contain a conditional statement, yielding the value 0.05 if product class is cL, and 0.08 otherwise. Cells F13 and G13 contain a function
that computes the sum of a column of numbers. Cells in column A are labels such as SHIRTS.

S[PPOIN dtseq] 2 jo suonedrddy ¢

(1111
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the same way as the second, contains instructions on computing values, such as
illustrated above, or it could simply provide a value and instructions to copy the
given value. The second file contains the values, whether directly provided by a
user or computed by formula. A spreadsheet is the only commonly used data
structure that contains instructions for changing its own values as an integral
component, although word processors also embed commands in the text, for
example, to change type font.

5.5
Entity-Relationship Model

The term entity-relationship (E-R) model is used to convey semantic infor-
mation about the interrelationships among data elements, as part of the defini-
tion of the containing information structure. Here we depart from formalisms of
hierarchies, which can, in the simplest form, describe relationships only in terms
of ownership or inclusion, or relations that might describe only the attributes
grouped together in a tuple. The E-R model will allow us to describe the rela-
tionships in semantic terms, i.e., tell us what these relationships mean (Chen,
1976; Fidel, 1987; Korth and Silberschatz, 1986, pp. 21-44).

The model is portrayed graphically and uses four basic symbols, shown in
Fig. 5.10. The rectangle represents an entity; the lozenge, an attribute of an entity;
and the diamond, a relationship among entities. The line or arrow represents a link-
age between an attribute and an entity or between and entity and a relationship.

Figure 5.11 shows a record in E-R form that might be used for university
purposes. It shows student data, course data, and instructor data. This uses a sim-
plified version of the notation, which could be expanded to show such infor-
mation as whether a relation is one-to-many or many-to-one. Many students
enroll in a course. Only one instructor teaches a given course (also simplified to
omit multiple sections of a course).

A course entity (not shown) would have the attributes course title,
course number, number of credits, meeting time, and classroom. The
instructor entity would have, at least, the attributes name, department, and
address. The number of attributes for all entities is simplified, or the page would
be quite full.

A student is identified by name and number, and lives at address. A stu-
dent is enrolled in or has taken a course which is identified by course number,
title, and instructor. Course as well as classroom are attributes and indicate a
relationship to another attribute. Each record of this database shows an instance
of a student, enrolled in a course, which is scheduled for a classroom.

A relationship set is formed, for example, by combining all instances of a
student’s number being enrolled in a course. Another is all instances of a
course being scheduled in a classroom at a meeting time. Note that unless there
is some degree of standardization in naming and defining relationships, the
model may not convey a great deal of information.
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ENTITY

ATTRIBUTE
of an entity

RELATIONSHIP
between entities

LINKAGE between attributes
or entities

Figure 5.10

Symbols used in an entity-relation map: the rectangle represents an entity, the oval an attrib-
ute of an entity, and the diamond a relationship between entities. A line or arrow repre-
sents a linkage between an attribute and an entity or between an entity and a relationship.

Although this is not necessarily an easy diagram to read, it is possible to
trace a connection between a student’s name and the name of each of the stu-
dent’s instructors. It is also possible to tell whether one can find out whether any
student lives in the same city as an instructor. The diagram does not answer the
questions about who lives in the same city, but it does indicate that there are data
relationships and connections that will yield this information. Whether the soft-
ware is capable of using them is another question, of course.

The purposes of constructing an entity-relation model are to help plan a
database and to enable users to understand what can be done with it.

5.6

Summary

End users of IR systems often have little patience for dealing with such
esoteric concepts as the structure of a record. Some IR systems encourage this
attitude by essentially treating a record as simply a set of words, not distinguished
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Student

Is
identified

Identification

Courses

i

Lives at

> e e
Instruct
L) department

zipcode

b bi

Figure 5.11

An entity-relation map: this maps shows two principal entities, Student and Courses,
and the various entities and attributes linked to them. Course list and Instructor are enti-
ties in themselves, but are subordinated to Student and Courses, respectively.

as a field or attribute. As databases get larger, as is happening on the Web, and
as more people use and learn to understand IR systems, we can expect a return
to the use of record structure in searching, for those who have abandoned it or
never learned it.



The Physical Structure of Data

6.1

Introduction to Physical Structures

The structures introduced in Chapter 5 were virtual ones, i.e., logical
ones. In this chapter, we shall see how data are actually stored in a computer’s
memory. The physical organization of data in memory is a complex and highly
technical subject (Batory and Gotlieb, 1982; Cardenas, 1985; Date, 1985; Frakes
and Baeza-Yates, 1992; Korth and Silberschatz, 1986; Standish, 1980; Tremblay
and Sorenson, 1985; Wiederhold, 1987). Our intent is to give an overview of
the subject, not a detailed exposition. Since users or application programmers
may not “see” data at the detailed, physical level, it is reasonable to ask why it is
necessary to know about it at all. We all know that it is possible to drive an auto-
mobile without knowing the thermodynamics of internal combustion engines.
Yet, to be skillful, a driver must understand something of the limitations of the
engine and such phenomena as moisture in fuel lines or the effect of reduced
road friction on braking. The benefits of understanding physical structures are
that it enables us to

Evaluate retrieval software, whose cost and performance may depend on its
physical structures;

Estimate or perhaps just understand the timing of a computer program and
why certain functions take so much time (see, e.g., the discussion of left-hand trun-
cation in Section 8.2.5; and also Section 7.4.5);

Comprehend the effects of errors, either made by the IRS software or in the
formulation of a query.

For example, in competitive bidding to supply software for an information
retrieval service, one bidder may claim its product requires only half the amount
of disk storage space as most others. If true, and if there were no consequent costs
(such as slower search times), then this would be a significant advantage. The
evaluators would have to be able to understand the importance of this claim, its
likelihood of being true, and its impact on performance.

123
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We have pointed out previously that in modern computing the distinction
between records and files is not so clear as it was in the days of punched card
records or magnetic tape files. Perhaps we should redefine a record as a set of con-
tiguously stored data elements. In other words, a record is not all the informa-
tion we have about an entity; it is a set of data about an entity that we choose
to store together in one unit. The complete description of the entity may require
several records, and different kinds of records might be assembled, according to
the needs of the moment.

We shall first consider the structure of data within a record and then the
larger, more complex, and more economically important issue of the structure
of files or sets of records. There are important economic implications, for phys-
ical structures govern cost in time and money.

6.2
Record Structures and Their Effects

The main structural elements of a physical record are essentially the same
as those of a virtual record: the individual data elements or attributes and their
relationships. But at the physical level we have to know where the elements are
in memory and what is the actual basis for their positioning. It is not enough
merely to know that they exist or to know what assumptions we are permitted
to make about them.

6.2.1 Basic Structures

The simplest record structure consists of a set of attribute values, stored
one after the other, each of a predetermined, fixed size in number of bits or
bytes. A record, if stored on disk, will normally be read into RAM as a unit, or
as part of a larger unit. Sometimes a logical record will be stored as a number of
smaller parts for the purpose of input—output operations. This is done with some
word processors whose users see a document as a single record, but the physical
reality may be a large number of smaller records.

To find any particular attribute within such a record, we must know, for
each attribute, the location in memory of the first bit or byte, and the length of
each attribute value or the location of its last bit or byte. There are other, equiv-
alent ways of describing the same structural features.

If a record consists of name, address, telephone number, and date of
last change, and if the length of each attribute value is fixed in advance, the pro-
gram can easily find where the address or telephone number is located. This
is called a fixed-length record. Complications set in when attribute values have a
large range in terms of number of characters. For example, a person’s last or fam-
ily name can range from two (NG) to many (IPPOLITOV-IVANOV). The abstract of
a bibliographic record can range from a few bytes (ABSTRACT MISSING) to several
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Attribute Number of Content
Bytes

name 11 SMITH, JOHN
address 32 1287 MAPLE ST
telephone 10 8085551234
date_of_last_change 6 031228
name 14 STEINBERG, MAE
address 27 327 MAIN ST
telephone 10 8085554321
date_of_last_change 6 000116

Figure 6.1

Variable-length record: in this form, each attribute value carries with it an explicit tag
showing its length. The name and address attributes vary widely in length; date and
telephone do not.

Attribute Content Length (bytes)
name SMITH, JOHN 10
account number 1234 567 890 12
no_transactions 003 3
Transactions
date 990624 6
type 2 1
amount 000005.45 8
date 000113 6
type 2 1
amount 000237.00 8
date 000115 6
type 3 1
amount 000100.00 8

Figure 6.2

Variable-length record: each field or attribute is of fixed length, but there can be a variable
number of occurrences of the structure Transactions. The number of bytes for each field
is explicitly given in the table and the number of transactions is given (NO_transactions).

thousand. Although it is convenient to make each attribute value of fixed length,
it can waste a great deal of memory to do so. One among many methods to per-
mit variable-length attribute values, hence variable-length records, is to append to
each attribute an explicit statement of its length as in Fig. 6.1. Here, the record 1s
of variable length, but if we know the starting location and have these length tags
or a table of lengths, it is easy to find any element within the record.

The same basic technique can be used if there may be more than one value
of an attribute. Bank depositors may vary widely on number of transactions dur-
ing a month, each of which must be represented in a record. A depositor record
might be organized as shown in Fig. 6.2. Here, because the Transactions array
has subordinate elements, we need another attribute showing the number of
occurrences of a transaction, each of which consists of date, type, and amount,
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each of which is shown with its length. Alternatively, we might show the total
number of bytes used by the array of transactions or show both the number of array
elements and their cumulative byte count. While the attributes of a bank transac-
tion do not vary much in terms of length (most of us need distressingly fewer than
eight digits to record the amounts of our deposits), in other kinds of records they
could vary more. Variable-length arrays might contain variable-length fields.
Technically, a variable-length structure within a variable-length structure intro-
duces nothing new, although, it can make finding the date of a deposit of $12,450
time consuming. (Why would one want to search a file using amount as a key?
One of the largest banking transactions one of us ever took part in involved an
international transfer of funds “by wire.” Something went wrong with the trans-
fer, and he was told by the bank staff the only way to trace it was by amount, and
not account number, name of depositor, or name of recipient. A rather strange
retrieval technique but one geared to a highly specialized application.)

Yet another organizational method, although logically equivalent, is to use
pointers instead of counts of length. A pointer tells where the next element begins
or the current one ends, as shown in Fig. 6.3.

A weakness of this structure is that we must follow chains of pointers from
the beginning. We cannot jump into the middle of such a record structure,
because we could not know what attribute we were dealing with. In this exam-
ple, if a program found itself looking in location 163, it would not know the

Content of a record assumed Comment

to be stored beginning at

location 41.

(41) name/sSMITH, JOHN/61 (41) indicates the storage address of the

first byte of the attribute, containing, first,
its name, then its value, then a pointer to
the next attribute value. A separator is

necessary.
(61) address/287 MAPLE AVENUE, AKRON, OH, 44444/109
(109) Transactions/1/290 Transactions is a structure, consisting of

several attributes, and there may be more
than one set of them. The 1 following its
name shows the number of occurrences,
the 290 shows the address of the first one.
Note that the next attribute need not be
contiguous to this one.

(290) date/040217/163

(163) type/2/312
(312) amount/00000545,116 The last attribute points to the start of the
next record.
Figure 6.3

Variable-length record with pointers: pointers are used throughout to show where the
next attribute or record begins, and separators are used to show where the names of attrib-
ute, value, and pointer begin or end.
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next two bytes contained a transaction type, but if it started at location 41 and
had reference to a table of attributes in this record, it would know, at each
pointer, what the next attribute was going to be.

6.2.2 Space-Time and Transaction Rate

It takes time to find the length attributes, interpret them, and access the
location of the next element. The pointer or list approach is one of many exam-
ples of a data structure in which there is a trade-off between space and time.
Typically, a saving in one is compensated for by extra payments in the other.
Unfortunately, there is no standard way to measure the value of space or time
consumed or saved. It is not the purchase cost of memory that is paramount; it
is usually the effect on time. Almost any lack of memory can be overcome by
some form of programming, such as use of virtual memory. The problem is that
the time cost of implementing a virtual memory may be excessive but will
depend on the specific application at hand.

The factor of greatest importance in assessing the need for memory or the
press of time is the rate at which transactions must be carried out. And this, in
turn, depends not only on how long the file searching and computation take, but
the number of users who may be connected and waiting in a queue for service.
Again, this is so dependent on the specific application that not much can be said
generally.

One facet of transaction rate is volatility, the rate at which a file or database
changes. A file of stock market transactions or of positions of aircraft in an air
traffic control system is going to change frequently and in both cases it is essen-
tial that the computer keep up with what can be very high volatility. A biblio-
graphic information retrieval system does not have a high change rate. Changes
to files may, in fact, be posted during low usage times of day or days of the week
to avoid slowing search transactions during prime time. Search transactions do
not necessarily require high speed of execution, but there can be a great many
pending at any one time and user satisfaction is going to depend on the elapsed
time required to respond to any given query. Consequently, query rate is the
other major factor in determining a system’s time performance.

6.3

Basic Concepts of File Structure

This section is concerned with the organization of records within files. A
primary consideration is the assumption that records will be stored on disks, or
some auxiliary memory that is larger in capacity and slower in read/write speed
than RAM. Access time is critical. We do not want the auxiliary memory to be
slower, but will tolerate it because of the high cost of speed, and because with
good organization and program design, we can do without some of the speed.
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A major consideration is how to organize data so as to minimize the time it takes
to find the records wanted and read them into RAM.

6.3.1 The Order of Records

If the records of a file were stored in random order, then there would be
no way to learn where a given record is, in advance of searching. A program
would have to start at the beginning of a memory block and look at every record
until it found the one wanted. For a file of n records, this requires that an aver-
age of n/2 records be examined, and possibly as many disk accessions carried out.
A disk accession (i.e., reading a record stored at a specified location) takes on the
order of milliseconds, while commands to operate on data in RAM are executed
at speeds measured in microseconds or nanoseconds.

Since the time it takes to access one record and then to read it takes time
equivalent to thousands of RAM-directed computer commands, it is important
to try to minimize the number of accessions. While the computer is waiting for
a record to be read, it may not be able to do anything else with the program that
called for the record. Time sharing or multitasking are modes of computer opera-
tion in which the computer can make use of input and output (I/O) delay times
to operate other programs. A disk accession is begun and, while waiting for it to
be completed, part of another program is run, possibly parts of several programs.
This kind of internal traffic management within the computer is itself time con-
suming but less so than waiting for I/O commands to be completed before start-
ing the next command. This mode of operation is only minimally available in
small personal computers, common in larger work stations, and standard in main
frame computers.

If records are placed in sequence based on the values of an attribute, the sort
key, then we can predict approximately where a record with a given key value is
located and thereby save much search time in finding and reading that record.

6.3.2 Finding Records

There are four basic ways to find the location of a record: (1) examining
each in turn until a desired record is found, (2) using an index that tells the loca-
tion or approximate location, (3) using a pointer in each record to point to the
location of the next record, or (4) using the value of the search key to compute
the location of the record corresponding to the key value. A search key is an
attribute value that identifies a record, such as SMITH, A.B. in the name attribute.
The first method, examining each record, takes or can take a great deal of time,
but conserves memory because no space need to be devoted to indexes or point-
ers. The second can be fast but can tie up a great deal of memory for storing the
index. The third is not particularly fast in searching, but is so in adding new
records to or deleting from a file. The fourth can be the fastest of all but, as we
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shall see in Section 6.4.5, it introduces complications that can slow it down. This
is another example of the space-time trade-oft mentioned in Section 6.2.2.

There are five organizational methods based on these location devices: (1)
sequential files, in which records are stored contiguously, and usually in order
according to content; (2) indexed files, in which a separate index provides infor-
mation about the location of records in the main file; (3) lists, in which pointers
tell the location of the next record, obviating the need for putting records phys-
ically in order; (4) tree structures, which combine some of the best features of
sequential files and lists; and (5) direct access structures, which provide the fastest
means of determining the location of a record.

6.4
Organizational Methods

Each of the methods described below has variations on how it is imple-
mented by any given computer operating system. It may be difficult to learn
exactly how a favorite retrieval or database system organizes records and it may
not matter until a file grows very large and has a high level of activity. By then,
changing software may be expensive.

6.4.1 Sequential Files

In a sequential file, records are stored contiguously and are normally in
order based on a sort key. New records are added to a sequential file only by
appending them to the end of the file. That means that if the file consists of
records with key values 12, 15, and 18, and we want to add a record with key
14, it would go at the end of the file, which is then no longer in key sequence.
This is illustrated in Fig. 6.4. Or, we can copy the entire file, first copying the
record with key 12, then reading in the new one, with key 14, then copying the
rest of the original records in order. An alternative is to append the record, then
sort the entire file, and yet another alternative is to leave the file with some
records out of sequence and to sort it only every now and then. This last
approach is fast when adding records but can slow searching drastically, especially
for a highly volatile file. To delete a record can require a complete recopying of
the file, but can also be done by having a status attribute in the record to indi-
cate whether the record is currently still valid or has been deleted. If an “in use”
attribute is used, then no longer valid records must be physically deleted at some
future time.

Although the sequential method may sound terribly inefficient because it
is slow, it is efficient in its use of memory because no space need to be devoted
to storage of anything but the records themselves, i.e., no indexes or pointers. If
there is a high ratio of search transactions to record addition or deletion transac-
tions, then the method may also be reasonably efficient in use of time.
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12 12 |1 14 |2 12 12

15 15 |3 15 14

18 18 |4 18 15
| —

14 | New record 14 18

a. Append the new b. Recopy the entire  ¢. Append the new

record (14) to the file, inserting the new  record as in a, then
end of the file. This record in its proper sort the file. This also
is the fastest method, position. Time- reserves order but is
but it destroys order  consuming, but very time-consuming.
among records. preserves order.

Figure 6.4

Adding records to a sequential file: the execution time for methods b and ¢ is nearly inde-
pendent of the number of new records added, if that number is small compared with the
number already in the file.

N\ /—\. Start

15 |23 |37 | 84 | 119 [160 [268 |432 | 512 | 606 [1322|1389(1390 1640 (1959|2467 (2531

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Figure 6.5

Binary search logic: to find the record with key 23 (if it exists in the file, which is not
known when the search starts) start at the center. If the desired record key is lower than
the center key (512) look further only in the first half of the file. Then find the center of
that half] etc., until only one record, or none, remains.

To search for a record sequentially means that each record must be exam-
ined in sequence, starting with the first, until the desired record is found. This
requires an average of 1n/2 records to be examined. If the search key is not the
sort key, or if values are not unique (e.g., searching a file ordered on employee
number for all persons whose place of birth is cHICAGO), then we have to
examine every record (n of them) of the file to be sure to find all the matching
records.

If the file is in order, and we use the sort key as the search key, then there
is a faster way to search, called a binary search (Salton, 1989, pp. 173-75).
A binary search program would begin searching in the middle of the file. If the
middle record is not the one wanted, then only the remaining half of the file
need be further searched (Fig. 6.5), because the program would know whether
the desired record’s key were higher or lower than the key tested. Then, it
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would go to the middle of the higher or lower half, and then to the middle of
that half, and so on. This logic gives, on average, the procedure with the fewest
record accessions for finding records, if it is necessary to look at the records to
find the keys. The maximum number of accessions required is log,n + 1. If the
record or memory design is such that the computer must deal with larger
addressable units than the individual record. The efficiency of the method i1s
degraded. That means, we must first find the disk sector or element containing
a group of records, read it, then search within it for the desired record.

When magnetic tape was the only computer auxiliary memory, all files
were sequential, because the only way to access a record was to start at the begin-
ning of the tape and read each record sequentially until the desired one was
found. When disk memories were introduced, it became possible for a read
mechanism to go more or less directly to a known record location, bypassing all
others. With these memories, while binary searches of sequential files can be car-
ried out, other organizations can be used that allow faster searching than that
possible with a linear sequential search.

6.4.2 Index-File Structures

Within RAM, a record can be accessed directly if its location is known.
With a disk memory, we can go directly to only the track or sector (portion of
a track) that contains the record. One method of finding the location in terms
of track or sector is to create an index—a separate file that tells where records
are in the first file. For example, as shown in Fig. 6.6, if we have a file, called
the Main File, of rather large records, using SSN as a sort key, we might create
a second file that consists only of SSN and the location of the corresponding
record in the main file. This second file would have as many records as the first,
but use many fewer bytes, enough for an SSN and a location.

Many more index records can be read into RAM than main file records.
A batch of index records can be searched in RAM at high speed, continuing to
read successive batches until the desired ssn is found. When it is found, the loca-
tion of the corresponding full record is extracted, and access can be gained
directly to the corresponding record.

There can be more than one index for a given main file. An index to the
personnel file can be created by occupation or employee name. In these cases,
we would again create one index record for each main file record, append a loca-
tion, and then sort the resulting index file by its key. A library’s card catalog is an
example. Its records are sequenced by title, author, or subject heading, but the
books these records refer to, the components of the main file, are in order by a
call number, a combination of subject classification code and an author
code. A user must search the catalog on one of the other keys, find the appro-
priate card, then retrieve the book’s call number in order to locate the book itself.

By using a number of inverted indexes to one main file, as in Fig. 6.7, we
can search the latter on any of several keys, at high speed. A considerable price
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1 234 56 7890 123 45 6789 3
234 56 7890 1
2 345 67 8901 345 67 8901 2
456 78 9012 4

3 123 45 6789

4 456 78 9012

Main File Inverted File

Figure 6.6

Inverted file or index: to find a record with a given key, look first in the inverted file
and retrieve its record number. Then look in the Main File for that record. If the
Inverted File can be stored in RAM, then finding a Main File record requires only one
disk access.

234 56 7890 | ssn_<r> name <r> occupation <r>
| | ssn <r> name <r> occupation <r>
ssn<r> name <r> occupation <r>
345 67 8901 | ssn <r> name <r> occupation <r>
| | ssn <r> name <r> occupation <r>
123456789 |
| | (<r> = record number in Main File)
456 78 9012 | ssn Index name Index occupation Index
Main File
Figure 6.7

Use of multiple indexes: a separate inverted file or index can be created for as many attrib-
utes as desired. To search the main file on an attribute for which there is no index means
a lengthy sequential search. If there is an index, using it to retrieve record number ()
means there need to be only one accession of a record in the main file.
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is paid, however, for the storage space required as additional indexes are added.
It adds to the cost in time to make a change to a file. Adding a new record to
the main file also requires adding one to each index file.

The advantage of the indexed file is the speed of search. Disadvantages are
the amount of memory consumed and the time required to change the files.
Index files work best under conditions in which there is relatively little change
action compared with search action. An example of a good application of this
method is an online database search service that updates its files only once a day,
week, or even month, but searches them thousands of times a day.

6.4.3 Lists

Some file applications may call for the opposite of the ideal indexed struc-
ture. Consider a hospital with a relatively rapidly changing population of
patients, each of whom is likely to have a different medical history, set of labo-
ratory tests, drugs prescribed, attending physician, and therapies. There are likely
to be several changes to each record daily, but relatively little searching. Because
of the large number of possible attributes of any patient, a desirable file structure
would allow entry of only those laboratory and therapy reports that are needed
for each individual patient. This is preferable to reserving a fixed number of stor-
age locations for each patient, held for possible future use. The laboratory-type
data would be entered as separate records, linked to the appropriate patient.

One method of linking is to use pointers between records. Figure 6.8
shows a sequential file, to which, has been added a pointer to the next record as
an attribute of each record. Next, in this case, means the record with the next
higher value of the sort key. If this is done, then there is no longer a need to
keep records in physical order by sort key, because the physical order of storage
no longer indicates the logical order of key values.

In some applications it may be useful to know what record pointed fo any
given record. For this purpose, a second series of pointers can be established, so
that one series points forward to the next higher key value and one points back-
ward to the previous, or next smaller, key value. These are then called forward
and backward pointers, respectively.

This is the general structure of a list. In computer science the term has a
special meaning and does not denote simply an array. Typically, two or more
lists are maintained simultaneously. One contains the data, and one contains
information about empty or unused space in the area of memory set aside for
future additions to the file. Here is a brief example of how it might work.

To start with, before any data are put into the file, set aside an area such
as shown in Fig. 6.9, here containing 10 record positions, each with an address
(1, 2, . . ., 10) and initially set up each with a pointer to the next sequential
record position, except for the last, whose zero value is a code indicating the end
of the list. A directory, a small file outside the main file space, tells where the first
data record is to be found and where the next free record space is to be found.
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Record No.
1 234 56 7890 2
2 345 67 8901 4
3 123 45 6789 1
4 456 78 9012 18
5 .

Figure 6.8

Pointers as a means of indicating record order: the records of this file are sequentially
organized, but are not in order by a key value. New records are placed wherever there is
space available. However, one of the attributes is a pointer to the record with the next
higher key value. The logical sequence of records in this file would be records at loca-
tions 3, 1, 2, 4, and 18.

Initially, there are no data records, so this condition is designated by a 0 in the
data directory and a 1 in the empty space directory to point to the first record as
the first available space.

Now, add the first data record (Fig. 6.10). It has a key of 324. We put it
(a) in position 1, indicated by the pointer in the free space directory, take the
pointer from that record and put it (b) in the free space directory (c). We also
record the address of the first record in the data directory (d) and change the
pointer in the first data record (e) to 0, indicating that there is no next data
record. So far, this has been a great deal of work to place a single record in a file.

Now (Fig. 6.11) we add a second record. It has a key of 287 which means
it logically precedes number 324. So we want to put the new record first logically,
but since the first physical record position is now in use, we do not want to have
to move the incumbent. So, we look (a) to the data directory, which points to
physical record position 1, in which is found a key of 324. The new record key
is smaller so we take the pointer from the next available space pointer in the
directory and place it (b) in the directory as first data record. Hence, the current
next free space is to be the logically first data record. Then put the new record
(c) in position 2, formerly pointed to be the free directory. This new record
should point to the record with key value 324, so the old first record pointer (1)
is placed (d) in the pointer of record 2. The old pointer to the next free space,
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Directory

1 2 0 First data record
2 3 1 Next available space
3 4

4 5

5 6

6 7

7 8

8 9

9 10

10 0

Initial settings of pointers
within empty records

Figure 6.9

Initial set-up of a list structure: each record position, except the last, has a pointer to the
next physical record, all being initially empty. The directory shows, by the symbol 0, that
there is no first data record and that position 1 is the first available space.

in record position 2, goes to the next available space pointer (e). And that is all
there is. No changing of record positions, but we have a file that is “in order”
by key.

We can keep adding new records, in any order, but the work required is
essentially the same as for the second record. Perhaps now the advantage of the
method is becoming apparent. To delete a record, which is shown in Fig. 6.12,
move the pointer value of the deleted record (a) to the pointer of the preceding
record, move the pointer value (b) in the free space directory into the deleted
record, and place the pointer to the deleted record address (c) from record 2 into
the free-space directory. That is all—no moving of records. The deleted data
remains in its space but the space is now made available for new data to be writ-
ten over it. By this procedure deleted record space will be re-used when the next
record is added to the file.

By using multiple pointers in a record, any record can point to several next
ones, each using a different sense of “next.” This is the essence of the multilist file
structure (Lefkovitz, 1969). It is the physical analog of hypertext. When consid-
ering any record, there may be a variety of “next” records to go to. There might
be a basic patient record, as in Fig. 6.13, containing primarily identification data,
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a
Directory .

1 324/%\ 941 First data record

2 3 \}2 Next available space

3 4 5

4 5

5 6

6 7

7 8

8 9

9 10

10 0

State of the file after adding one
new record, in position 1.

Figure 6.10

Adding a record to a list: a record with key 324 has been added in the space indicated by
the directory as the next available. The new record’s pointer is set to the previous value
of first data record. The next available space pointer gets the value previously used
as pointer in the record in position 1. The 0 in the pointer of record 1 indicates that there
is no next data record.

then a series of pointers to laboratory results, drugs prescribed, therapy prescribed
and taken, etc. The first laboratory record might point to a second, and so on.
The result is a file with a completely variable number of components of each
patient’s logical record, with new component entries being added as needed and
older ones dropped when no longer needed.

The advantages of this method are its flexibility and comparatively modest
space requirements. We can not only change the content of such a file with rel-
ative ease and speed, but we can even change its logical structure (variable num-
bers of subordinate records, such as the lab reports referred to above). Pointers
individually do not take up much space, but if we use many of them, the space
cost can become significant. The disadvantage is that search speed may be quite
slow. This is another space-time trade-off.

6.4.4 Trees

A tree structure is a set of records linked by two or more pointers. Each
points to succeeding records whose keys are immediately “above” or “below” the
current one. A directory points the search program to the location of the initial
record, which is the one having the median key value, i.e., half the other keys
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2 Directory
0\1 324/ 0 ; b \*12 First data record
2 | 287 31‘ é3 Next available space
3 4 \J
4 5 e
5 6
6 7
7 8
8 9
9 10
10 0

State of the file after adding
a second new record,
in position 2.

Figure 6.11

Adding another record to a list: now, add a second record with key 287, which is less
than the first record’s key of 324, so it must logically precede that record. The new record
goes in position 2, as indicated by next available space. It is now the logically first record,
hence it points to record 1 as the next record.

are below it, and half, above (see Fig. 6.14). A search is done by starting at the
initial, trunk, or root record and following the pointer in the appropriate direc-
tion. Then, at the next record, make a similar decision, and so on until the
sought-for record is found, or it becomes clear it will not be found (Korth and
Silberschatz, 1986, pp. 275-282).

By balanced is meant that, when following a tree from its root, at any point
half the remaining branches or twigs are to one side of the current one, and half
are to the other side. If a tree were not balanced, a point might be hit where there
were 60 remaining tree elements below that point, 50 on one side and 10 on the
other, requiring considerably more search time down one branch than the other.
In a balanced tree, it would always be close to 30 and 30. A balanced tree struc-
ture is a special case of a list. The intent is to provide a fast method of searching
a sorted file while retaining the advantage of a list structure. It allows for use of
binary search logic, traditionally associated with sequential files. The concept can
be generalized to an n-ary tree with n (>2) pointers, giving faster searching as n
increases, but with more space devoted to pointer storage as in Fig. 6.15.

The advantage of this method is fast searching compared both with
sequential file and conventional list searching. The main disadvantage is the space
required for storing pointers.

The same tree could accommodate sets of pointers based on many difter-
ent keys, so that it performs like a multilist structure.
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Directory
1 |324 a (\)3* 2 | First data record
2 | 287 1*0 k} ?;1 Next available space
3 4 \/
4 5 ¢
5 6
6 7
7 8
8 9
9 10
10 0

State of the file after deleting
the record, in position 1.

Figure 6.12

Deleting a record from a list: to delete the record with key 324, follow the chain of point-
ers until that key is reached. Set the pointer of that record pointer to the next available
empty record (3). The first data record value remains 2, but the Next available space,
in the directory, is set to 1. It is not necessary to remove the data from record 1; when a
new record arrives, the old information will simply be written over.

6.4.5 Direct-Acess Structures

The single most common disadvantage of all the other methods considered
thus far is the time it takes to find where a record with a known key is stored. A
direct-access structure permits making use of a family of techniques known as
hashing or mapping (Knott, 1975; Knuth, 1998) to transform a key value into an
address.

Figure 6.16 shows the basic method. A common method of address com-
putation is to divide the key by a prime number and use the remainder as an
address. If the key is alphanumeric it can be treated as a binary number, or the
nonnumeric characters can be converted first and then the division, carried out.
For example, if a key were 12,345 and the prime number, 31, then the result of
a division is 398 with a remainder of 7. If the key included a letter, e.g., 1234€,
convert it into its sequential position number in the alphabet, 5. The 7 is used as
the address or relative address. Note that the address computed uses fewer digits
than the key, else we would not need the computation. This method can map
any set of keys into 31 address locations. In another method, square the key and
extract the required number of digits from the middle of the product. For exam-
ple, the square of 12,345 is 152,389,025. One might extract digits 4 and 5
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patient no.

H|P | D]|R

Pointers to other records 7
-

atient no.
P H: Hematology File  P: Pharmacy File
Pointers to other records

H|P|D|R

patient no. >

Pointers to other records

H|P|D]|R

D: Dietary File R: Radiology File

Main File

Figure 6.13

Multilist structure: there is a main file record for each hospital patient. Each points to the
first relevant record in one of the other files which contains specific information about
the patient. A patient record in a subordinate file may point to another record about that
same patient, and so on. All these records could be physically interfiled in one large file.

The number of attributes in use and the number of values occurring for patients may vary
considerably from person to person.

Directory
(119)
119
23 606
Low High
I |
23 606
37 84 432 1959
[ |
37 84 432 1959
16 0 0 0 160 1322 0 2467
e T e I
15 160 1322 2467
0 0 0 0 0 0 0
Figure 6.14

A balanced binary tree: the directory points to the record holding key value 119.
Thereafter, each record has two pointers, shown below the record number, one to the
next lower valued key, one to the next higher valued key. A horizontal line indicates an
end of the tree. Only keys are shown here, not other record content.
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Directory
(119)
(MIA)
119
MIA
Low AR High
I |
/ AN
37 s 606
sTU <277 2wy
~< N
hkﬁ 2 |
¥ ~- Na—
84 432~ 1959
28 BCD ~-| PQR
| — | ~ -
| 4 /* * * - ~ N
15 1322
ABC 160 FGH 2467
15
abc
Figure 6.15

Two trees combined: a second set of pointers in each record enables the tree to serve to
connect records based on two different keys, one shown as numeric, one alphabetic. The
numeric pointers have been omitted but would be the same as in Fig. 6.14. The dashed
line arrows represent alphabetic pointers. Note that the records are not in the same
sequence in the alphabetic tree as the numeric. The record with numeric key 1959 has
no lower-valued key. The one with numeric key 84 ends a branch: it has neither lower
nor higher next keys, but there are both lower and higher next keys for the alphabetic
key BCD in that record.

1 2 3 4 5 Search key = 12345

Divisor = 31
12345/31 = 398 7/31
Hashed address = 7

11 12| 13| 14| 15

16 17| 18| 19| 20

21 22| 23| 24| 25

26| 27| 28| 29| 30

31

Figure 6.16

Hashing or address mapping: the key of a record being searched for, or to be stored, is
divided by a prime number equal to the amount of addressing space. The remainder is
the actual or relative storage location.
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(counting from the right), yielding an address of 89. The number of digits used
must be consistent with the size of the memory into which the keys are mapped.

In some cases, it would be possible to set aside a location for every possi-
ble key value; then the key instantly translates into a location. It could be done
with a social security number by setting aside “only” a billion locations (Ssn is
a 9-digit number). For an employer with 9,000 employees whose records are to
be sorted on this key, this is an impractical solution. Instead, this employer
would surely prefer to be able to do a simple computation on the SSn and com-
pute a 4-digit address from it, thereby limiting required memory to locations
numbered 0 to 9,999. An employer with 100 employees could aftford to use a
sequential search, simplifying the search program.

Hashing or mapping can be used to decide both where to store a new
record and where to find one already stored. It is extremely fast. It uses high-
speed computation instead of slow disk access to an index. If used for a file that
needs only one search key and has relatively low volatility it is probably the best
of methods. But it has two major drawbacks. First, note that key 76, with a divisor
of 13, hashes to 11, key 77 hashes to 12, and 78, to 0. Thus, successively occur-
ring keys (76, 77, 78) will not normally be stored in adjacent locations; hence,
in doing a sequential search of the file, it cannot be known where a record iden-
tified only as “next” will be stored. We must have the key. Variations have been
developed to alleviate this problem (Garg and Gotlieb, 1986).

The second and usually more important disadvantage of hashing is that
more than one key can hash to the same value. Key 76 with a divisor of 13
hashes to 11, as do 89, 167, etc. Since two records cannot be placed at the same
location, this attractive method of finding locations seems flawed. The reader is
invited to ponder this problem. A solution is discussed in Section 6.6.2.

6.5

Parsing of Data Elements

In a personnel file for which an index is to be created on the attribute, sSSn
we would expect to include in this index each ssn and the number of the record
in which it occurred. If, on the other hand, there were a text attribute in the
record, say a narrative summary of the employee’s job history, then we would
hardly expect to index this by including the complete text of the summary in the
index. That would be useless, because we would never expect a searcher to use
a complete summary as one long search key.

With the key-word method of indexing text, the question arises of which
words to use. In this chapter, we are not so concerned about which actual words
to choose as about deciding how to organize them. One possible selection rule 1s
to select every word in the text. This has the advantage of mechanical simplicity,
but results in selection of many words that common sense suggests cannot make
a meaningful contribution to a good index, hence fills memory with useless
entries. We can improve on this approach by omitting those words found on a
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stop list, typically a list of very common words generally deemed to lend no sig-
nificance to identification of the subject matter of a text (Fox, 1990). Such words,
in English, include the, of, an, and the like. The Dialog Corporation, with one of
the largest collections of online files in the world, uses only AN, AND, BY, FOR,
FROM, OF, THE, TO, and WITH 1n its stop list, because so many seemingly innocu-
ous words may have meaning to some users. The word A, e.g., would be dropped
by most of us, but it identifies a vitamin of importance to others.

Another approach altogether is for a human indexer to read the text and
select the most meaningful words that describe the subject. This method can be
counted on to give good descriptive material, but adds to the cost and time of
preparing the index. Automatic selection of key words by computer is possible
but has never worked well enough to be successfully used commercially. By this
we mean selection of keywords as an index to be used as a surrogate for search-
ing. This is diftferent from using user-supplied key words to find relevant docu-
ments. Also, indexers do not always agree on which words are most meaningful
(Sievert & Andrews, 1991). Searchers, then, have some guessing to do.

Indexing may use the complete content of an attribute whose value
requires relatively little memory (such as SSn), or it may not use the complete
content if the attribute value takes up a great deal of space and is such that no
user is ever likely to use the entire value as a search key.

Consider a person’s name when used in an author field of a bibliographic
record. Certainly it seems clear that it is desirable to index bibliographic records
by author, but in what form should the name appear in the index? Should we
list only the last names? Also list the first names if we have them? Should the
names be indexed in some strict format? If using only initials, is it necessary to
use periods after each?

Subject headings also raise problems because these are usually syntactic state-
ments of several words, and there are several for each bibliographic record. Should
the index entry consist of the complete set of subject headings used in a record, as
a unit, together with record number? Should each subject heading be separately
entered? Should each word in each subject heading be indexed separately?

There are two basic mechanical ways of parsing a syntactic expression to
create an index, by word or by phrase. There can also be a combination of the
two or, of course, no index at all.

6.5.1 Phrase Parsing

Phrase parsing means to treat the entirety of an attribute value as a single
phrase, or single entity for indexing purposes. The ssn is of this type, because
the entire value of the attribute is used as the index element. An attribute like
author 1s conventionally recognized as a phrase, consisting typically of last name,
a comma, a space, first name, comma, space, and middle name. Since there are
often multiple authors for a published work, each of these name phrases is
indexed, but each author’s name is treated as a whole, i.e., we do not put the
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last name in an index separate from that containing first name, but we do keep
the first author separate from the second. Similarly, if a document is described by
the subject headings EUROPEAN HISTORY and FRENCH REVOLUTION, then each
of these phrases might be included in the index, as an entity, but not the indi-
vidual words HISTORY or REVOLUTION.

6.5.2 Word Parsing

This means to break up the content of an attribute value into its individ-
ual words, possibly deleting “stop” words. In this case, the original syntax may
be lost within the index. This method 1s used with relatively large bodies of text,
in which inclusion of the entirety in an index would be meaningless.

If an author’s name were word parsed then we could search on first or last
name or even a single initial, but information retrieval system (IRS) operators do
not usually consider such options worth the cost. However, an institutional
name might benefit from word parsing because it is more likely users will
remember individual words in the title, but not the exact name. Is the insurance
company called MASSACHUSETTS MUTUAL or MUTUAL OF MASSACHUSETTS? Word
parsing eliminates the problem. We search for MASSACHUSETTS near (within two
words of) MUTUAL, in either direction.

Another aspect is to stem words, removing suffixes, as discussed in Section
4.3.1. Thus, WORKER, WORKING, WORKS, and WORKED would
reduce to the term WORK. This facilitates searching, although the rules for
stemming can be complex.

6.5.3 Word and Phrase Parsing

Both word and phrase parsing might be used with such attributes as subject
headings, job titles, or names of inventoried items. This allows those who know the
correct phrase to find it quickly. It also allows browser’s wider latitude for search-
ing. Someone who wants to look for material on revolutions in Europe, could ask
for EUROPEAN HISTORY or FRENCH REVOLUTION and might also find material
indexed simply under REVOLUTION and EUROPE. This condescension to the user
can add considerably to the size and cost of an index, but also to its utility.

The form of parsing used to create indexes is of critical importance to the
success of an IRS. Economically, an error in judgment can result in memory being
allocated to the storage of useless data. Unless users understand parsing and the spe-
cific parsing techniques used with each attribute, they may be unable to find the
information they want. Because author is likely to be phrase parsed, it is not pos-
sible to search on an author’s first name. If title is only word parsed, as is often the
case, then it is cumbersome to browse an alphabetically ordered list of titles of
works in the file. To do so would require accessing the main file and sequentially
searching for all titles, rather than finding the titles, already in order, in an index.

Figure 6.17 shows some examples of the methods.
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Field Content Parsing
AU MEADOW, CHARLES T.; COCHRANE, PAULINE A. PHRASE*
TI  INFORMATION RETRIEVAL AND THE HUMAN CONDITION WORD
DE INFORMATION RETRIEVAL; IMPACT OF

INFORMATION RETRIEVAL BOTH*
JN  INFORMATION RETRIEVAL PHRASE

* Parsing recognizes subfield boundaries denoted by a semi-colon

Terms extracted for Terms as they will appear
the Inverted File in the Inverted File
au=meadow, charles t. au=cochrane, pauline
a.au=cochrane, pauline a. au=meadow, charles t.
information/ti condition/ti

retrieval/ti effects/de

[and] ** humantti

[the] ** impact/de

human/ti impact of information
retrieval/de information/de,ti
condition/ti | information retrieval/de
information retrieval/de jn=information retrieval
information/de retrieval/de,ti
retrieval/de

impact of information retrieval/de

impact/de

[of] **

information/de

retrieval/de

jn=information retrieval

Notes: ** These words are normally dropped by use of a stop

list.
Figure 6.17
Word and phrase parsing: the left-hand column shows words and phrases in the order
they are extracted from the text. The right hand column shows how they would be com-
bined and filed in the inverted file. Note that if a field or subfield is only phrase parsed,
the individual words do not appear in the index.

6.6

Combination Structures

There 1s almost no limit to the number and type of combinations of the
basic methods of organizing information. Indeed, most methods used in practi-
cal settings are combinations. Here are a few.

6.6.1 Nested Indexes

In a sequential file consisting of a large number of large records, so that
only a small fraction can fit in RAM, there is an advantage to creating a second
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index file consisting of the main file record keys and locations. The index can be
searched faster because we can bring more of its records at one time from disk
storage into RAM than we can locate main file records; hence, we can more
quickly find the key wanted. If the file is to be able to be searched on the basis
of any of n keys (say a sort key and any of n-1 other attributes found in the
record), then the index is necessary to avoid searching the entire main file each
time a search is done. The combined indexes in this case will have n times the
number of records as the main file and, although they will be smaller records, the
totality becomes a burden to search. The n indexes can be treated as n different
files or combined into a large, single file. Dialog’s inverted file consists of words
extracted from fields to constitute what they call the basic index plus words or val-
ues extracted from other fields, prefixed by a field code. For example, a record
about a journal article published in the year 1999 would have an entry
PY = 1999 (PY stands for publication year.) interfiled alphabetically with terms
with other prefixes, such as LA=language.

To speed the searching of such a large, combined index, we can create an
index to it, as in Fig. 6.18. An effective way to do this is to determine how many
index records can fit in RAM at one time. Suppose this to be 100, then, in a
third file, enter the 1st, 101st, . . . keys in the index and their locations within
the index file area.

With any luck, the index to the index will now fit in RAM. This means
that to find any record we would need only two disk accessions: one for the por-
tion of the main index, pointed to by the in-RAM index, and one for the
record, itself. If the entire second-level index does not fit into RAM, then cre-
ate a third-level index, and so on. Note that files of several million records are
now common and files of 100 million or more are in use. If each successive
index level reduces the numb er by a factor of 100, a one million record file
would have one million records in the first index, 10,000 entries in the second-
level index, and 100 entries in a third-level index. Perhaps only the third would
fit in RAM.

6.6.2 Direct Structure with Chains

The common solution to the problem of more than one key hashing to
the same value or address is to create a list of all those records that have the same
hashed value, as we see in Fig. 6.19. The first record assigned a given hash value
is placed in the computed location. The next record is placed in a vacant loca-
tion and a pointer links the record stored at the hashed location to the new
record at its new location. If a third record with the same hash value arrives, it
is linked by pointer from the second record, and so on. In each record 1 indi-
cates the record position is in use—contains data. A zero indicates the space is
available. This code 1s followed by a pointer to the next record, whether data or
unused. A zero here indicates the end of a chain.
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3rd Level Index

Contains every 100th
entry of the 2nd level
index, hence 500 entries
of 20 bytes each. Wil
2nd Level Index easily fit in RAM.
Contains every 100th entry

of the 1st level index, hence

50,000 entries of 20 bytes

each. May notfitin RAM

1st Level Index

Contains the key of each record of the
Main File and the record’s address.
There are 5,000,000 entries of about
20 bytes each. Will not fit in RAM.

Main file contains 5,000,000
records of 1200 bytes each.
Main File Will not fit in RAM.

Figure 6.18
Nested indexes: this example shows a hypothetical file of five million records, with three
levels of indexing. Only the third-level index is sure to fit in RAM in its entirety.

When more than one key value produces the same address location, this is
called a collision. Collision probability can be reduced by increasing the amount of
space devoted to file storage or by varying the hashing algorithm. But complete
elimination of collisions is virtually impossible with hashing unless the range of
key values is quite limited, relative to available memory. The method we have
suggested, using any available empty location to store the next record that collides
with an existing one, makes finding the space fast and easy, but increases the pos-
sibility of a collision, because it uses up a space that might be made available to a
directly hashed other record. An alternative is to maintain a separate file dedicated
to records that caused a collision in the main file.

No simple variation on hashing is likely to be perfect, but it can be fast. It
may, in actual application, require frequent adjustment in expanse of memory
allocated and in choice of the hashing divisor if the file is highly volatile. There
are perfect hash functions that are quite complex mathematically and can require
significant additional space (Fox, ef al., 1992).
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Figure 6.19

Direct file structure with pointers: the figure on the left shows the status of a file to which
a new record, whose key hashes to 10, is to be added, That location is in use, but points
to 17, which is also in use but is the end of the chain. Hence, put the new record in the
next free space (18), the pointer in 17 will still point to 18, but the status code shows 17
is not the end of the chain, as shown in the right-hand diagram. The new record is now
in location 18 and its status indicator shows it as the end of a chain of records that origi-
nally hashed to 10. Note a second chain going from 3 to 6.

6.6.3 Indexed Sequential Access Method

Like the previous organizations, the indexed sequential access method
(ISAM) is a family of methods. The essence of all ISAM variations (Fig. 6.20) is
that a main file is created whose records are in order on a key and stored on disks
such that the disk sector containing a given record can be directly accessed if the
sector number is known (Korth and Silberschatz, 1986, pp. 266—-274). An index,
possibly nested, provides the location of the appropriate sector. The specific
record will then have to be found within the sector by a sequential search, but
this process takes little time if the number of records per sector is small. When
the main file is created, it may have empty space built in, to allow for the later
addition of records without the need to recopy the file. In case all the empty
space in a sector is used up, overflow areas are set aside, and a list method is used
to connect the main file with the overflow area, and individual records with one
another within the overflow area.

Thus, there are three major parts of an ISAM file, actually three or more
interrelated files—Main, Index, and Overflow. Because of the nests of indexes
and overflow areas in the main file, more space has to be devoted to directories
than in other organizations. These point to the beginning of files and subdivi-
sions of files. They add to the overhead cost of the method. But on average,
ISAM is reasonably efficient of storage and effective in terms of speed. It is a
commonly used method for these reasons.
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Nested indexes point to
segments of the Main File

The Main File. Each sector (a row in this illustration)
contains an index, to the left of the heavy line, and a
set of records. The index gives the highest key value
of records in its sector and the address of the first of
any overflow records.

Overflow area. Records that logically belong in the
Main File, but for which there is no room, are placed
here in any of several arrangements. They may all
be in one structure, chained together, or there may
be a separate list for each sector from which they
overflow.

Figure 6.20
The indexed sequential file structure: such a structure has, at its heart, a sequential file, an
index or nest of indexes, and an area for storing overflow records from the Main file.

6.7

Summary

For any file, we have a choice between placing records in random order
(or arrival order) and putting them in order according to a key. Random order
means that the location of the record is not determined by the value of an attrib-
ute in the record. Such a method is fast at placing the record in memory, but
may render searching impractically slow. Think of a library with random order-
ing of the books on its shelves. This could work for a small, personal library
where the owner knows every book and its location by heart, but it would be
impossible for a major library. It is, therefore, a technique almost unheard of in
practical use for large computer files.

It is far more common to order or sequence records on the basis of the value
of one or more attributes, collectively known as the sort key. This gives two advan-
tages: if we know the key, we can usually quickly find at least the approximate loca-
tion of the record, thus saving considerable search time compared with having to
search every record. Also, we can make use of sequential searching when it is to
our advantage. Sometimes, we might like to start at a given key, such as a fragment
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of an author’s name, and then search in sequence until a name is reached that does
not contain the fragment. For example, we might want to look for an author whose
name begins with TCHAL To do this, find the first name that begins with this string,
then search sequentially until a name 1s reached that does not begin with this string.

‘We have established the concept that the next record may not necessarily be
the next one in physical position in memory, but the next one in terms of key value.

In order to find records, given a key, we can use either an index or a com-
putational method. The latter method is faster, by far, but the former preserves
the ability to search sequentially when we want to search on the basis of more
than one key.

The file structures in use with most database software make use of combi-
nations of the various methods we have surveyed. Largely, this is because differ-
ent files and usage patterns place different demands on file structures. To avoid
a different structure for each file, we tend to compromise on some aspects in
order to achieve good performance on most of them.
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Introduction

Recall from Chapter 1 that subsequent to the creation or recognition of an
information gap or anomalous state of knowledge (ASK), there may be several
different expressions of what information is needed. One may be the expression
made to an intermediary or person whose profession is to assist in carrying out
information searches. A second form of statement may be the need as expressed
after consultation with the intermediary. And a third—the one required statement,
and often the only one in an end user search—is the query presented to the infor-
mation retrieval system (IRS). This last statement is the one interpreted by
the IRS.

If the query is in natural language, then the IRS interpreter must exercise
a great deal of “judgement” in order to be able to translate accurately into the
target command language. If the query is written in a typical procedural query
language often known as a command language, little or no judgement may be
required for the IRS to do faithfully what was asked. The word judgement is in
quotation marks because some readers may object to the notion of a computer’s
showing judgement, but judgement by computer may mean merely that it uses
complex, context-dependent logic to interpret statements. Natural-language
statements may be ambiguous in syntax and meaning. Command-language state-
ments, on the other hand, are likely to have been designed to be relatively
unambiguous to the software that interprets them, requiring little resolution of
ambiguity. The command language may not permit the statement of the user’s
true interest in subtle language, but the IRS is asked to interpret queries, not the
intent behind them. What we mean by judgement here, then, is the logical abil-
ity to disambiguate an expression in order to convert it into query language.

We will continue to use the term query to refer to the user’s or interme-
diary’s statement to the IRS. A query is a statement or series of statements made
by a user to a retrieval system for the purpose of specifying what information
is to be retrieved and in what form. Most commonly, it is stated in the formal,
artificial language called a query language which may, more often than not, be
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procedural and command oriented. The other main language possibilities are
natural language or words from natural language without syntactical structure as
is the case in most Web search engines.

Almost any IRS feeds back certain information to a user about the progress
of a search, such as how many records were found meeting the specified crite-
ria. On the basis of this information, the user decides what, if any, query state-
ments to issue next and frequently also decides whether to proceed with the
search as initially conceived, to modify it, to start entirely over again, or to stop,
whether satisfied or not. While IRS vary considerably in the appearance of their
query languages, feedback procedures, and record formats, the essence of the
information passed in either direction between user and system tends to be much
the same from system to system.

The hardest part of learning to write queries that succeed is learning how
to describe the information. Successtul queries (1) retrieve the information
wanted with (2) only a tolerable amount of unwanted information, and (3) at a
reasonable cost in time and effort involved. Although studies of users and their
behavior are sparse on this topic, it appears that the problem is not so much
learning and using a new interface or (command) language as knowing what
to say—in any language. If a user is looking for information on the decay of
plastics in a landfill, is it necessary to describe the chemical transformation? Is it
sufficient to use a few generic terms such as DECAY or BIODEGRADABLE, together
with PLASTIC? There are too many options, variations in user needs, databases,
and IRS to be able to make a general suggestion about how this query should
be stated.

In this chapter we concentrate more on describing tools available (IRS
functions, languages, and commands) than on how to use them. Chapter 8 cov-
ers how commands are inferpreted and executed. Chapter 13 has some material
on how to use commands, but teaching effective use of an IRS is quite different
from our goal of describing system function and structure. Our approach is to
present the basic functional logic that can be called upon, then review a sample
of the commercial systems available.

7.2
Language Types

A query language 1s the means by which the user tells the IRS what to do
or what is wanted. There are two broad types: procedural, and non-procedural or
descriptive. A procedural language involves the use of commands. It is much like a
traditional computer programming language. The user makes such imperative
statements as SELECT <records meeting certain criteria>>, PRINT <certain
records from a designated set of the database>, or LOGOFF from the current
online session and break the communication link.

A non-procedural language is used to tell the IRS what result is wanted, and
the IRS then works out how to produce it. The same information is conveyed as



7.2 Language Types 153

with a command or procedural language, but imperative verbs are not used and
often the IRS prompts the user: What subjects should be selected? In what order
should records be displayed?

Some descriptive languages use a graphic format. The user fills in values in
a table. The placement of these values conveys the logic, and the whole then
becomes a form of graphic representation of the search logic.

Figure 7.1 shows an example of a graphic query representation or concept map.
The query represented is for a search on earthquake-resistant construction tech-
niques used in California, with a date restriction. There are three subject facets,
one for the concept EARTHQUAKES, one for CONSTRUCTION, and one for
CALIFORNIA. Then there is a date facet. TECHNIQUES is not the sort of term that
helps much because an article on a new building material or method of con-
struction may never mention the word, while it will likely appear in articles on
countless unrelated topics. The date facet simply shows a range of acceptable
publication dates, 1990-1999. The Boolean logic of this query is an understood
OR between terms of any one facet and an AND between facets. Boolean logic,
a central factor in IRS, is explained in Section 7.3.3.

Languages or user interfaces are often referred to as menu-based. This means
that a list of options is presented to the user, who selects one or more rather than
typing the entire value indicated. Selection can be by moving a cursor to the
choice and double clicking a mouse button, striking one key, or typing the num-
ber or first letter of the choice. This method saves much typing time and proba-
bly eliminates many typographical errors. It is, of course, still possible to make the
wrong selection. Clearly, the menu method is useful only when the number of
choices 1s limited, otherwise users tend to get lost in an overly long interrogation.
Finally, the menu method is a means of enfering information into a computer, or
conveying elements of a language; it is not really a type of language. Either com-
mands or data descriptions can be entered this way. Some World Wide Web
search engines provide menu type options that can be used to broadly restrict a
search prior to entry of the query, for example by requiring a term to be written
in a certain language. Occasionally, writers refer to a menu language as a contrast

Query: Information about earthquake-resistant construction
techniques used in California, published between 1990 and 1999.

Name of facet: | EARTHQUAKES | CONSTRUCTION | CALIFORNIA |  1990-1999
Content of facet: | earthquakes construction california 1990-1999
tremor building san andreas
shock
Figure 7.1

A concept map; the query is at the top. Terms in the first line of the map are taken
directly from the query. Those below are deemed to be related to the terms in the query.
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to a command-based Boolean language. This is a misnomer. The language is not
Boolean, the detailed logic is. We can use menus to form sets and combine them
according to Boolean algebraic laws, or we can use a command language to
implement fuzzy-set logic. As stated above, the menu method is a means of enter-
ing information into a computer, not a type of language.

7.3
Query Logic

In most retrieval systems, users are asked to consider the database as a set
of records about a set of entities. The retrieval procedure is to describe charac-
teristics of subsets of the database in which the user is interested. Indeed, one def-
inition of IR is that it is a method of partitioning a database such that one
partition holds only the records of interest.

If a query results in retrieval of a record that meets the formal specifica-
tions of the query, but clearly is not relevant to the question, such a record is
called a false drop, described in Section 1.6.2. If a query language permits only
individual words as query terms, without consideration of their proximity or
order of occurrence in the record, then a user interested in FOOD FISH would
have to ask for FOOD AND FISH. The user interested in FISH FOOD would ask for
FISH AND FOOD, logically the same thing. The two concepts do not differ to this
assumed query interpreter. Any false drops in this case are the consequence of a
limited query language.

False drops are also a natural consequence of a conscious attempt by the
searcher to compose a broad query, maximizing recall, the percentage of relevant
material in the retrieved set of records, in order to be sure little or nothing is
missed. The opposite strategy, maximizing precision, aiming for a high assurance
of relevance, probably causes the system to fail to retrieve some records that are
at least marginally relevant. The trade-oft between these two strategies is dis-
cussed practically in Chapter 13 and theoretically in Chapter 16.

There are several approaches to the manner of expressing the logic of a
query. Whatever the language, a query statement results in the creation of a sub-
set of the database, which we shall call the retrieved set (or sometimes the retrieval
sef) or simply the set. There are two meanings of logic to contend with. One,
which can be called macro logic, 1s concerned with “the system of principles under-
lying an activity or science . . . [describing a] necessary connection or outcome”
(Webster’s New World Dictionary, 1962, p. 795) and refers to what a query asks an
IRS to find—the what. The second meaning, micro logic, refers to operations on
sets that might be specified within a query as a part of its overall logic—the how.

One approach to query formulation involves defining sets in such a way
that any given record is either in the set or not in it. Another approach is for the
user to describe the desired output in terms of the likelihood of certain charac-
teristics being present and asking the system to tell which records best match the
query statement. In this form of querying, records are not treated as in or out of
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a set; they are in it to a variable degree. Sets so defined are fuzzy sets (Kraft and
Buell, 1983; Sachs, 1976; Zadeh, 1965). Proponents argue that this is the more
“natural” way for people to describe their needs or to understand what was found.

Yet another approach, really a variant on the second one, is for user and
system to converse about the similarity of one record to another, about one set
of records being like another, or about the relevance or utility of some records
compared with others. For example, a user having retrieved a record may ask for
others similar to it or may tell the IRS which records were most relevant and
expect it to use this information to revise the query automatically in order to find
more records like these or exclude more that are unlike these.

7.3.1 Sets and Subsets

The design of most text-oriented retrieval systems, until very recently, antic-
ipated frequent revision of the query statements and called for the IRS to create a
set for each query, or even for each attribute-value specification or Boolean com-
bination within the query. Each such set represented a subset of the database, but
the word sef is the common usage. Its physical manifestation is not seen by the user.
It is a list of the identifying accession numbers of the retrieved records satisfying
the query or component statement. The user is typically informed only of the set
number assigned by the IRS and the number of records in the set. A set with no
members is called a null set. Most Web search engines promptly display the found
surrogates for any set formed and do not retain sets once displayed. Hence, to
modify a set requires a modification of the query statement and a new search.

7.3.2 Relational Statements

Relational statements specify the characteristics of records in a set to be
formed or, equivalently, the characteristics of records that compose a subset of the
database. Sets are defined by specifying one or more combinations of an attribute,
a relationship, and a value; for example publication date = 1987, author =
KRAFT, DONALD H. or salary > 45,000. Unfortunately, a different meaning of rela-
tional is used than in the context of relational databases. Each record whose named
attribute has a value conforming to the stated requirement is included (has its
number or pointer included) in the set. The basis is binary; the statement is either
true or false; hence, a record is in the set or not. Note that equality is not the only
relationship that may be expressed. The list usually includes:

Equality (=) (subject = TENNIS).

Inequality (>, <, (date > 881014 or subject

<=, < >, >=) < > TENNIS). The symbol < > is used
for not equal in most computer
languages.
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String containment  (chemical name contains (ETHYL)
(CONTAINS) A record will be in the set if ETHYL
occurs anywhere in the chemical
name attribute value, such as in
ETHYLENE or METHYL or
TETRAETHYL LEAD, . . ..
Range (70,000 < salary < 100,000). A combination of
inequalities.

7.3.3 Boolean Query Logic

Historically the first and still the most common method used for express-
ing micro logic in query statements is Boolean algebra. This involves specifying
the operations to be performed on sets that have been defined by relationship
statements or previous set operations. The sets are all subsets of a universe of dis-
course, which in this case is the database being searched. Sets within this universe
of discourse are combined using the Boolean operators defined below and illus-
trated in Fig.7.2:

1. AND—Given sets 1 and 2, a third set can be defined that includes only
records that are in both sets 1 and 2. Set 1 may contain records with date > 881014,

Figure 7.2

Venn diagram showing meanings of Boolean operations; regions 1, 2, and 3 represent three
sets, or concepts. Regions 4, 5, and 6 are the intersections of sets 1-2, 2-3, and 1-3, respec-
tively. Region 7 is the intersection of all sets 1, 2, and 3. Set 1 OR 2 is anything in region 1
or 2 or both. Set 1 NOT 2 is region 1 less region 4. Set 2 EXCLUSIVE OR 3 is region 2
and 3 but not anything in region 6.
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and set 2, those with subject = TENNIS. Then if set 3 is defined as SET 1 AND SET 2,
it would contain records with both the desired date range and the desired subject.
This is called the logical product, intersection, or conjunction of the first two sets.

2. oR—Given two sets a third can be formed from records that are in
either the first or the second or both. This is written SET 1 OR SET 2, and is called
the logical sum, union, or disjunction of the first two sets. OR is almost always used
in the inclusive sense, meaning records that are in set 1 or set 2 or both.

3. NOT—While AND and OR are binary operators in the sense that their
operations require at least two sets within the universe of discourse, NOT is a
unary operator, meaning that it can be applied to a single set within the universe
of discourse to specify all elements other than those in the set to which it is
applied. If the single set is A, then NOT A is known as the complement of A.
Normally in a retrieval context, NOT is considered to mean AND NOT, and is
treated as a binary operator. Thus if records are wanted about WIMBLEDON but
not about TENNIS, the logic is that set 1 is to contain records with WIMBLEDON;
set 2, records without TENNIS; and set 3, their intersection, records containing
WIMBLEDON but not TENNIS. Symbolically, SET 3 = SET 1 AND NOT SET 2. Set 3
is called the logical difference of sets 1 and 2.

4. EXCLUSIVE OR—Found only occasionally in operational systems, this
operator forms a new set containing members that are in one set or another, but
not both. It may be expressed as the union of two sets from which the intersec-
tion has been excluded, or (s1 OR $2) NOT (s1 AND s2). An example of its use
might be a search for medical patients who are taking drug A or drug B but not
both, because a research project wants statistics on side effects, but wants to
exclude the complications of interaction between these two drugs. If allowed in
a query language, its symbol is likely to be XOR.

The not operator is easily misused. A record does not really have to be
about Wimbledon as a geographic entity to mention that name. (She played bet-
ter in the U.S. Open than last year at Wimbledon.) The use of NOT logic can be sub-
tle. The searcher may be interested in the sociology of the Wimbledon area of
London and not the sport of tennis, but refusal to accept occurrence of the word
TENNIS in a record would also exclude one that says something like, “But
Wimbledon is not just the home of a tennis stadium, it also . . .” NOT is practi-
cal to use where the values of the attributes are controlled and thus have very
low ambiguity for the records under consideration. If a record has a language
field, NOT might be used to exclude certain languages. Symbolically: SET 1 NOT
LA=]JAPANESE.

This example brings up a point worth some expansion. The fact that the
term Japanese appears in the text of the record is no indication that the record is
in the Japanese language. Likewise a person’s name in the text of a record is no
indication that the person is the author of the record, or even a prime topic of
the record. Thus records have normally been structured into fields where stored
information has a specified role. A field label may be appended or prefixed at
the time indexing and record creation takes place. Some fields (normally those
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considered to have a high likelihood of indicating record topicality) will be
searched by the search engine when no fields are specified by the query (the
search default). These tend to be fields such as the title or abstract, or fields con-
taining indexing terms. Other fields tend to be searched only if the field label is
specified; for example, author, language, or publication date.

This is only effective when a common controlled record structure is uti-
lized in the search engine’s databases. Since the records of the Web have only
the common structure of Hyper-Text Markup Language, and indication of a
term’s role is dependent on the proclivities of each individual Web page author,
one is largely searching the Web as free text.

Normally, experienced searchers do not expect to get the exact results they
want on the first try, especially when searching records on the basis of words
contained in a natural-language text. Therefore, their approach is to use a series
of search statements or queries, beginning as probes and gradually improving on
earlier results. Such users define sets, find out their size, perhaps browse through
their contents, and then define a new set based on a modification of an earlier
one. Sometimes it is necessary to back up, to return to a set other than the most
recent one. To accommodate this approach to searching, the set number may be
stated in a set definition statement, as if it were an attribute-value statement.

For example, suppose we are looking for information about the nutri-
tional value of prepared foods for pet cats and dogs. It is worth a diversion here
to point out that use of and in the preceding sentence has the meaning of or in
Boolean logic. “Cats and dogs” in colloquial usage means, “either cats or dogs
or both,” but a rigidly literal interpretation might be “what is in common to,
or a member of both sets of, cats and dogs.” This is one of the reasons it can be
difficult to teach Boolean logic applied to natural language. Now, the search
might start with:

SELECT PET OR PETS (Creating Set 1, say of 52,000 records)
Next, try
SELECT DOGS OR CATS (Creating Set 2 of 8000 records,

seemingly better than the 52,000 of
the first try)

SELECT FOOD AND (Set 3, 5000 records)
NUTRITION
SELECT S2 AND $3 (Set 4, 3 records)

But this last may seem too small, so the searcher goes back to the more general
SELECT s1 AND s3 (Set 5, 27 records)

Of course, using fictitious set sizes is quite artificial, but this example does
convey the value of being able to return to any previously defined set and
resume the search from that point.

Some IRS use the logic of automatically ANDing a subsequent query state-
ment to the most recent one. Searchers using such a system would start with a
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broad set definition, and then successively reduce its size by adding more restric-
tive criteria. It is not necessary to name the set being reduced, because it is always
the last one created, nor is it necessary to write the Boolean AND between set
numbers because it is understood. For the search illustrated above, the searcher
might have started with an even broader term, ANIMALS, reduced this to PETS
(assumed to mean ANIMALS AND PETS), then to CATS OR DOGS (now giving us
ANIMALS AND PETS AND (CATS OR DOGS) ). Under this approach, if a user wants
to take another path, say CANINE NUTRITION, it is necessary to start the search
again. There is no objective measure of which approach is better. Searchers tend
to learn one method, and then to prefer that one thereafter.

The advantages of the Boolean query logic are that it is easy to write inter-
pretive programs for it and that the logic 1s crisp and decisive: records are in a set or
they are not. The disadvantage is a “soft” one: most people do not naturally think
in Boolean terms; hence, the logic seems artificial, and it is sometimes difficult for
users to express what they want or to understand what they get. Even though we
may not know exactly how people think, the sense among researchers in the field
tends to be that forcing users to work in terms of binary set-defining functions is
not a popular approach (Bookstein, 1985; Croft and Thompson, 1987; Hildreth,
1983; Salton and McGill, 1983, pp. 118-155; Salton, 1989, pp. 345-361).

7.3.4 Ranked and Fuzzy Sets

Ranking means to assign to each record a measure of the closeness of the
record’s content to the query, or the extent to which the record matches the
query. If ranking logic is used, Boolean operations can still be used to define a
set, but we shall not be satisfied to say merely that any record is either in the set
or not. It should be possible to rank all the records of a set on this measure and
present them to the user in something like the order of probability of satistying
the information need. The point of ranking is to acknowledge that there is
uncertainty (the definition of the set is fuzzy) as to whether the query exactly
expressed the user’s needs. If the user knows the question is imperfect, there is
little to be gained in getting back an answer that claims, in effect, “Here is the
exact information you wanted.”

Mathematically, we can define a binary set membership function, S, such
that for any record D; and query Q, the functional value is either 1 or 0, depend-
ing on whether D; satisfies Q or not. A record satisfies a query if the attribute
values and combinations of values requested in the query are found in the record.
A notation can be

S(D; X Q) — {01},
which says that S maps the combination of a record and a query into a set of val-

ues, each either O or 1. The curly brackets indicate a set whose members are
selected from the values shown within. Then the retrieval set for Q is all the
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records D, such that S(D; X Q) = 1. This is a crisply defined set, each record of
the database being clearly in the set or not in it.

If the function could take any value in the range between 0 and 1, then
the set is fuzzy and the membership function can be written as

S(D; X Q) = [0,1]

which maps the records and query into the set of numbers lying between 0 and
1, inclusive. Then, no record (except those for which S is exactly 0 or 1) can be
said to be clearly in or not in the retrieval set. Effectively, S no longer expresses
whether or not D; is in the set, but the degree or strength of the association of
D; with the set. Any users, at any time, can set a threshold value for S, which
could determine the set membership. Each record has a rank, S, and the mem-
bership consists of all records of rank =S.

The use of ranking or measurement of the probability of a match, instead
of binary Boolean logic, is receiving a great deal of attention in IR research
(Noreault et al., 1977; Noreault ef al., 1981; Ro, 1988; Robertson et al., 1986;
Salton and McGill, 1983, pp. 146—151). Some of the most common ways of
achieving ranking of records are described below.

1. Weighted terms—Membership in the set is not precisely defined. A user’s
query might include a weight for each term, showing its relative importance.
Then the user can select the n records with the highest total weight. For exam-
ple, the query might state (TENNIS(.8) OR GOLF(.4)) AND CHAMPION(.0).
Probably, an IRS executing such a command would treat it first as an
unweighted statement for formation of an initial set, then use the assigned
weights to compute a rank for each record. Since CHAMPION is required here by
the Boolean logic, the assignment of a weight to it is actually superfluous and
represents one of the complications of this method. But if TENNIS and CHAMPION
both appeared in a record, it would have a weight of .8 + .6 = 1.4. If the
combination GOLF and CHAMPION appeared, the record would have a weight of
4 + .6 = 1.0. If both TENNIS and GOLF appeared with CHAMPION, the record
might be construed to have either the weight .8 + .4 + .6 = 1.8 or .8 + .6 =
1.4 if we use only the higher weight in the OR expression. A variant is to add
the weight each time a word appears; if GOLF appeared six times in a record, its
total contribution to record weight would be 2.4.

This method has the apparent advantage of allowing users to express vari-
ations in the relative importance of terms used, but the same criticism applies as
to Boolean logic: it is not a “natural” way to communicate. Users would have
to learn how to assign weights, by experience, and until they became adept,
results might be worse than without weights.

2. Word list—To avoid the requirement for the precision of weights, a
user can simply be allowed to use a list of words as a query statement. A record’s
score would be computed by adding 1 for each time any of the words appears in
the record. The query could be TENNIS, GOLF, CHAMPION, CUT, TOURNAMENT,
WINNER.
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An article about the winner of a golf or tennis tournament is likely to have
most of these words in it, probably some of them repeated several times. An arti-
cle that mentions a champion of a political cause might have but a single instance
of this one word, and few if any of the others, and so is unlikely to be highly
ranked with respect to this query. Actually, the word list is simply a set of words
with an implied OR between each pair, with equal weights. The method does
not allow expression of the concept AND. Users are thereby saved the trouble of
learning to express the logic but lose some precision of expression. A natural lan-
guage query can be interpreted this way, by ignoring all syntax, perhaps elimi-
nating common words, leaving only a list of unconnected words. The basic
method can be used with an assumed AND, yielding a much smaller retrieval set.

Both these techniques can be interpreted as using fuzzy sets. In both cases,
a large number of records might have a score greater than zero, and these form
an initial set, but they may vary considerably on total score. Hence, the user
makes the choice of a cut-off level.

3. Ranking Boolean sets—Ranking is not the same as set formation, and
there is no reason why ranking must be based only on information contained
in the command used to define the set. A set could be formed in a conventional
manner, using a binary set membership function. Then a separate command
could define the basis for ranking members of the set, such as providing a list of
terms of particular interest to the user. Records could also be ordered on the
frequency of occurrence of attribute values within a set, such as ranking in
order by frequency of occurrence of an author’s name (see Section 7.4.6 and
Section 8.3.1.). For example, a set might be formed based on the name of an
author, or institution and then the records ranked on the basis of relevance to
some subject-defining terms.

4. Ranking by link structure—The Web search engines all apparently use an
inverted file structure and some variant of the vector space model, a weighted
term method (see Section 10.3.1), to provide term weights for their indices,
which are created by scanning the text of pages found by a Web crawling pro-
gram. These indices can be used for Boolean searching, and are used in this way
by some engines, particularly in what they term their advanced search modes.
While specific algorithms are proprietary, most ranking appears to be done by
creating similarity measures between page and query word lists. Since the Web
is extremely large, and free text searches tend to retrieve very large sets, order
becomes exceedingly important since most users will not read too deeply into
the retrieved set. Pages are ranked after the retrieved set is created, perhaps using
the similarity value with the query alone or, more likely, using other methods
such as the Google page-rank algorithm (Brin and Page, 1998), which uses a
ranking based upon the number of times page is the target of links from other
pages. This utilizes information only available in the World Wide Web and is
thus a departure from previous IR practice. It provides a quality ranking rather
than a topical one. The number of times a link to a page has been clicked, that 1s
to say followed, by a searcher may also be recorded and utilized as a measure of
page quality for ranking purposes. With page sponsors that desire a high ranking,
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and are willing to pay for it, some engines will incorporate an amount payed into
the ranking algorithm.

7.3.5 Similarity Measures

In a sense, nothing could be easier for a user than to have found at least
one record that is highly valued and to be able to say, “Get me more like that.”
That first record would have to be found by use of other logic. If a user finds a
bibliographic record or newspaper article on the desired subject and wants more,
he or she can simply ask for more (Noreault et al., 1977). Rather than reformu-
lating the query, the query interpreter could treat the text of the record (or
selected attributes of it) as an un-weighted list of words, and the system could
then proceed as described. The mathematics of some methods of similarity meas-
urement are described in Section 9.6.1.

Another variation is relevance feedback (Salton and McGill, 1983, pp. 140-145,
236-243), about which we shall say more in Section 11.5. Briefly, the user pro-
vides a query statement, then rates some of the retrieved records on relevance.
Using this rating, the IRS can increase or decrease the weighting of terms, select
new ones, or delete unproductive ones in the original query on the basis of fre-
quency of occurrence of terms in records. Even if the user has not rated individ-
ual terms in a retrieved record, the combination of user record ratings and IRS
record analysis can result in a sharper definition for the next iteration of the search.

These methods have great appeal to users—they take so little effort. The
main difficulty is that the query interpreter does not necessarily know exactly
what aspects of the initial record were attractive to the user. It might base its
measure on the largest text attribute of a record, while the user was interested in
the combination of author and corporate source. There may not be any means
in the language by which the user can specify the desired attributes.

7.4

Functions Performed

Although there was some functional variation from system to system,
much of the variation that existed among the older online retrieval services was
in terms of appearance or the name of a function, not its essence. Newer sys-
tems, either operating locally from a CD-ROM, or as Web-based search engines
will not demonstrate all of functions available in the older systems. We will
attempt to make these distinctions clear in the lists below.

7.4.1 Connect to an IRS

‘We will discuss this function as it applies to traditional, pay as you go, IRS
(e.g., Dialog), to local CD-Rom-based IRS (e.g., EMBASE PLUS from
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SilverPlatter), to locally subsidized IRS (e.g., a library contracting with
EBSCOhost), to remotely subsidized IRS (PubMed), and to Web search engines
(e.g., Google).

1. Connecting to the traditional IRS—involves linking a user’s computer
to a remote IRS. It is also called logging on or logging in. The user enters the
URL for the Web page of the host site for the IRS, or, far less likely today,
makes a telephone connection with a telecommunications network, which
includes dialing the telephone, telling the network computer what remote
service 1s wanted, and explicitly or implicitly identifying such parameters as
transmission speed, mode (duplex, half duplex), byte configuration, and
parity mode.

Should there be charges for the use of the IRS, the user makes the initial
connection with the IRS, which may require providing identification and a pass-
word; and then being “put into” a default database, i.e., some database that is
selected automatically by the system as the one to be searched, with charges
beginning to accrue based on this selection.

Should there be no charges the connection procedure will result in entry
into the system and lead to the next function.

Note that remote IR systems today are likely to be accessible through the
Internet which lowers the cost to users and changes the details on how to con-
nect, but still involves some form of connection-making.

2. Connecting to a local CD-ROM-based IRS—The distributed CD-ROM
will normally contain the IRS software and a single database. Payment will have
been via the subscription to the CD-ROM service, and connection will be
established by booting the CD-ROM.

3. Connecting to the locally subsidized IRS—It is common practice in libraries
today to subscribe to services that provide access to various databases and search-
ing software for the use of their patrons without direct charge. Such service will
be available within the library on its computers through some form of menu
access, and will often be available remotely through the library’s Website to
those who can identify themselves as registered library users.

4. Connecting to the remotely subsidized IRS—Prime examples of this are the
databases and IRS supported by the federal government of the United States.
These are accessible on the Web and may be used free of charge to find infor-
mation on government agencies and programs. They include many hierarchical
menu systems like FirstGov, but also Boolean search engines for federal library
catalogs, and the National Library of Medicine’s database of clinical medicine,
PubMed, with over 15 million records. For access one need only enter the URL
which, for the government site is www.firstgov.gov.

5. Connecting to a Web search engine—To utilize a Web SE, rather than an
IRS, no connectivity activities are required other than pointing the browser to
the search engine’s URL. Search engines do not charge their users but rather
support themselves by advertising and charging for the supplementation of
ranking position.



164 7 Querying the Information Retrieval System
7.4.2 Select a Database

‘We will discuss this function as it applies to traditional, pay as you go, IRS,
to local CD-ROM-based IRS, to locally subsidized IRS, to remotely subsidized
IRS, and to Web search engines.

1. Database selection within the traditional IRS requires that the user select the
database or databases with which to work, using either a menu or a command
with a choice of codes representing databases. Some systems allow only one to
be open, or in use, at a time, although multi-database searching is possible and is
becoming more common.

2. Database selection with the local CD-ROM IRS is simple because the data-
base and search software come as a package. Database selection occurs on two
levels, when the subscription is made, and by the searcher choosing that partic-
ular source and activating it in a local computer.

3. With the locally subsidized IRS, once again database selection occurs on two
levels, first when the local subsidizing agency (library) decides to subscribe to a serv-
ice providing access to particular databases, and secondly when the searcher chooses,
typically from a menu of those sources locally available, a database to utilize.

4. Database selection with remotely subsidized IRS—Demands of the searcher
some knowledge as to what IRS and databases might be available without direct
charge. For the searcher inexperienced in this area and desirous of searching with-
out direct cost, the first search may be one for subsidized sources that may lead to
the desired information. However, such a searcher may not even be aware of the
existence of these sources, and thus fail to attempt their use. However, if the
searcher is aware, selection only involves the entry of the proper URL.

5. Database selection with the Web-based search engine requires the user to
chose only the engine itself, or perhaps a combination of engines whose results
are then merged and presented. While it is certainly the case that different search
engines cover different areas of the Web to different depths, there is generally no
way to determine what the engine’s crawler has covered and what it has not.
The user can only anticipate that, from a topical point of view, the whole Web
is represented and it is, in itself, the only database available.

7.4.3 Search the Inverted File or Thesaurus

‘We will discuss this function as it applies to traditional, pay as you go, IRS,
to local CD-ROM-based IRS, to locally subsidized IRS, to remotely subsidized
IRS, and to Web search engines.

1. Search the inverted file or thesaurus within the traditional IRS—This function
initiates a search in which the user browses through values of attributes, not
complete records. For example, the user might be uncertain of the spelling of a
person’s name and want to scan a list of names beginning with a known string
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of letters. Then, based on this reconnaissance, a choice will be made, and a set
created, using the selected value or values of the name attribute. Searchers may
request such a search to find out what terms are there, what similar terms might
be found (i.e., similarly spelled terms), and in how many records a specific value
of an attribute occurs. Obviously, the entire inverted file cannot be displayed at
once. The common practice is to display a window on the file, of anywhere
from about six to twenty terms, the system allowing the user to step through the
file, one page at a time. Oddly, having a command for backward paging is less
common than for forward paging.

A thesaurus is stored as a structure similar to that of an inverted file, as a
series of entries for terms, each entry showing other terms to which the entry 1s
related and the nature of the relationship. Searching it is much like searching the
inverted file. There is not necessarily a thesaurus for every database. If there is
one, it is searched in the same manner as an inverted file, but the display includes
references to related terms. Then, if the user asks, the list of related terms with
the nature of their relationships is displayed. Either all related terms or a page of
thesaurus data is displayed. The user may then go on to another base word, or
follow the chain of relationships. The sequence might be to ask for the inverted
file display for PHYSICS, see that there are n related terms for PHYSICS, and then
ask to see them. This might be followed by asking for the display for the subor-
dinate term BIOPHYSICS, then one of ifs related terms, and so on. Figures 7.3-7.5
show some typical results from searches of the ERIC educational research online
thesaurus. In Fig. 7.3, the searcher, interested in use of a computer to assist in
test administration, first asks simply for a thesaurus search on the single word
TESTING. It shows a large number of hits (truncated here at 12 lines) which

Command : EXPAND TESTING

Ref Items RT Index-term

El 1 TESTIMONY CONGRESS 97™

E2 1 TESTINESS

E3 48983 68 *TESTING (GATHERING AND PROCESSING INFORMATION ABOUT. . )
E4 99 TESTING ACCOMMODATIONS

ES 186 TESTING ACCOMMODATIONS (DISABILITIES)

E6 3 TESTING ACCOMMODATIONS (LIMITED ENGL PROFICIENCY. . .
E7 1 TESTING ALTERNATIVES

ES8 2 TESTING APPARATUS

E9 7 TESTING CENTERS

E10 27 TESTING CONDITIONS

Ell 1 TESTING CONTEXT

E12 1 TESTING CORRELATION

Figures 7.3

Thesaurus searching in ERIC, through Dialog -1. Terms in the inverted file are shown
in alphabetical order, starting with two terms preceding the search term TESTING. In col-
umn 1 are simply the line numbers; then the number of documents in the database con-
taining the term at the right; then the number of related terms to the one at right; and
finally the term itself. This does not show all the lines in the actual search. The * on line
E3 identified the user’s search term.
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Command: EXPAND E3

Ref Items Type RT Index-term

R1 48983 68  * TESTING (GATHERING AND PROCESSING INFORMATION ABOUT. . .
R2 0 U 1 TEST ADMINISTRATION

R3 0 U 1 TESTING METHODS

R4 0 U 1 TESTING TECHNIQUES

RS 641 N 15 ADAPTIVE TESTING (TESTING THAT INVOLVES SELECTING . . .

R6 1400 N 9 COMPARATIVE TESTING (TESTING I WHICH TWO OR MORE INDIV...
R7 1975 N 11 COMPUTER ASSISTED TESTING (USE OF COMPUTERS IN TEST . ..

R8 140 N 11 CONFIDENCE TESTING (TESTING TECHNIQUE THAT DETERMINES. . .
R9 3068 N 12 EDUCATIONAL TESTING (USE OF TESTS TO ASSESS THE EFFECT . ..
R10 392 N 6 GROUP TESTING (PROCESS OF ADMINISTERING TESTS TO GROUPS)
R11 317 N 4 INDIVIDUAL TESTING (PROCESS OF ADMINISTERING TESTS TO INDI
RI12 1763 N 12 MINIMUM COMPETENCY TESTING (MEASUREMENT OF THE ATTAIN
Figures 7.4

Thesaurus searching in ERIC-2. The user has asked to see information about terms
related to TESTING (by typing EXPAND E3). “Related” means formally shown as related in
the thesaurus. The display shows related terms in alphabetical order and the nature of the
relationship. The * simply reminds the user what term had been entered.

Command: EXPAND R7

Ref Items Type RT Index-term

R1 1975 11 * COMPUTER ASSISTED TESTING (USE OF COMPUTERS IN TEST . ..

R2 0 9] COMPUTERIZED ADAPTIVE TESTING #

R3 0 U COMPUTERIZED TAILORED TESTING #

R4 13557 B 13 COMPUTER USES IN EDUCATION (THE USE OF COMPUTERS . ...

RS 48983 B 68 TESTING (GATHERING AND PROCESSING INFORMATION ABOUT ...
R6 641 R 15 ADAPTIVE TESTING (TESTING THAT INVOLVES SELECTING TEST . .
R7 2347 R 19 COMPUTER SCIENCE (STUDY OF THE THEORY, DESIGN, ANALYSIS...
Figures 7.5

Thesaurus searching in ERIC-3. The user has selected one related term, COMPUTER
ASSISTED TESTING, and sees the terms related to it. The * again reminds the user what term
had been entered.

would encourage the searcher to ask about terms related to TESTING, the result
of which is shown in Fig. 7.4. There, the user sees one item of particular inter-
est, ITEM R7, COMPUTER ASSISTED TESTING and asks to see terms related to it. In
Fig. 7.5 we see the result of this request, showing four possibly useful terms. At
this point a user might decide that COMPUTER ASSISTED TESTING is likely to yield
a good result as a search term and go on to a SELECT command using this term.

2. Search the inverted file or thesaurus within the local CD-ROM IRS—Most of
such packages will include access to the inverted file and the thesaurus, if it is
present, in the same manner as the traditional IRS.

3. Search the inverted file or thesaurus within the subsidized local access IRS—The
suppliers of these systems normally will provide access to a thesaurus if it is avail-
able and will allow access, sometimes by pull down menu, to certain portions of
the inverted file, usually author name, and journal title, but sometimes assigned
key words, descriptors, and other fields.
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4. Search the inverted file or thesaurus within the subsidized remote access IRS—
While these systems vary, some provide powerful assistance. Entrez, the Life
Sciences search engine that powers PubMed, also provides full access to MeSH,
the National Library of Medicine’s thesaurus as a separate database. This allows
the collection of subject headings prior to entering a PubMed search. The
Preview/Index tab provides an alphabetical display of all search terms in each
PubMed search field. You can browse by all fields or within a specific field by
choosing from a pull down menu.

5. Search the inverted file or thesaurus with a Web search engine—Most Web
search engines do not make a thesaurus available, nor will an inverted file view
be available for user searching. However, Yahoo and some other providers
maintain directories of broad subject categories divided into more specific classes
that may be searched in an hierarchical manner from their sites.

7.4.4 Create a Subset of the Database

‘We will discuss this function as it applies to traditional, pay as you go, IRS,
to local CD-ROM based IRS, to locally subsidized IRS, to remotely subsidized
IRS, and to Web search engines.

1. Create a subset of the database within the traditional IRS—A subset is created
by the entry of at least one term, but possibly several terms, and perhaps terms
combined using Boolean operators. Mentally, when a subset is created, searchers
usually envision that the records meeting the specifications are put aside, and the
sets numbered. In fact, it is normally a set of record numbers or other pointers
that is recorded, not complete records. The specifications are usually given by a
series of statements or Boolean combinations. Records having these values or
combinations are selected for inclusion in the set.

2. Cireating a subset of the database within the local CD-ROM IRS—will normally
be the same as with a remote IRS, but local systems vary a great deal in particulars.

3. Create a subset of the database within the subsidized local access IRS—
Normally a search box is provided and a term or terms are entered prior to call-
ing the search engine which will form the subset. Temporal and topical
limitation capabilities may be present.

Boolean operators may be included or may be assumed as system defaults.
The result is a set of pointers to record meeting the specifications.

4. Create a subset of the database within the subsidized remote access IRS—
Normally, a search box is provided and a term or terms are entered prior to call-
ing the search engine which will form the subset. Temporal and topical limitation
capabilities may be present.

Boolean operators may be included or may be assumed as system defaults.
The result is a set of pointers to record meeting the specifications.

5. Create a subset of the database within the Web search engine—The typical
Web search engine, if such a thing exists, provides a search box where it expects
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terms to be entered. In the advanced search mode it will allow Boolean opera-
tors and some limitations. The terms are searched in an inverted index and the
conjunction or disjunction (depending upon the engine) of the document num-
bers collected is collected and ordered by some algorithm. The number of
entered terms tends to be small and the sets formed tend to be large.

7.4.5 Search for Strings

It is common for searchers to know how to begin the spelling of a word
or name, but not know the entire spelling. They may know many words that
have the same root, with different endings, but all conveying essentially the same
information about the subject of a text that uses the word. Two examples are

FIND GREEN As a name, should this be spelled
GREEN or GREENE?

FIND ELECTRIC Should the first word

AND AUTOMOBILE have been ELECTRIC, ELECTRICAL,
ELECTRICITY, . .. ?

A convenient way to express this uncertainty is to tell the IRS that the
word must begin with ELECTRI, but that it does not matter with what it ends.

1. Search for strings within the traditional IRS—The simplest method is to
have a separate command to indicate string search, such as SEARCHSTRING
ELECTI which asks the IRS to find this substring in any part of an attribute being
searched, beginning, middle, or end. Lacking this, the usual method is to use a
specified character in the position where a variable ending would begin, such
as ELECTRI*. Other languages may use # or ? as the truncation symbol. This
usage would retrieve the variations of the word ELECTRIC but would not
retrieve variations of ELECTRONIC, unless the root used was ELECTR*. These
symbols (*, #, ?) are available for such use because punctuation is normally
deleted from terms as they are placed in an inverted file, so there can be no
ambiguity by this usage. There is sometimes ambiguity created by dropping the
punctuation.

Truncating an author’s name avoids problems of uncertainty of the
author’s first name or middle initial, or of correct format of the name. However,
a very common stem such as GREEN* could retrieve many false drops, such as
GREENE, GREENLEAF, GREENSPAN, . . . Usually, an author field could be trun-
cated as GREEN,? The comma will be part of the text of the field because this
punctuation is usually retained in the author field, in effect as a subfield separa-
tor, between last name and first or initials. This usage would find all people
named GREEN but none named GREENE. Some systems allow for user specifica-
tion of the exact maximal number of letters that may follow a root, as ELECTRI?3
in Dialog would allow ELECTRICAL but not ELECTRICIAN.
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Another common need is to allow for variation within a word, to search
for WOMAN or WOMEN, DEFENSE or DEFENCE. The purpose here is not trunca-
tion but to indicate that any single letter or character is acceptable in the indi-
cated position. The symbol used is often called a wild card character. WOM*N
might then be taken to call for a word with any letter in the position indicated
by *. Where there is a word WOMUN, with unrelated meaning, that would be
retrieved, too.

Yet another search problem is to indicate that an extra letter might be
present. This arises in trying to accommodate both British and American
spellings, as LABOR and LABOUR. A technique occasionally found is to allow use
of a different symbol here. LABO#R, where # is not being used as the symbol used
for “any letter here,” but could indicate that either no letter or any one letter 1s
acceptable here.

To allow truncation on the left-hand side of a term is an altogether differ-
ent operation. If we want to search on *SULPHATE, the alphabetical ordering of
the inverted file is of no help in finding words that end in SULPHATE. There are
two methods of handling the increasing need of users for this kind of logic.

The first is historically an old one, implemented in MEDLINE, the
National Library of Medicine’s online service. Called by various names, most
commonly string searching, it uses the contains relationship by another name,
allowing a user to specify any substring of an attribute value. A sequential search
is done in every record in a predefined set, not the entire database, to see if that
string exists in the stated attribute of the record. Searching the entire database in
this manner would be prohibitively expensive. The method works if the user has
the good sense and skill to define a small set before using this feature. With this
method, it does not matter if we are looking for a sequence of full words (FIND
ICH BIN EIN BERLINER IN $3 in a database of the speeches of ]J.F. Kennedy) or a
word fragment, which might be truncated on both ends (FIND SULPH IN s4).
Again, the logic is simple, and the execution speed is reasonable if the defined
set is small enough.

The second approach is to use truncation on the left-hand side of a word.
Logically, this works the same as right-hand truncation; the symbol can be
replaced by any number of any letters, so that *PHONE matches MICROPHONE,
TELEPHONE, MEGAPHONE, FRANCOPHONE, etc. This feature is not commonly
found in commercial systems and is treated in more detail in Section 8.2.5.

Multiple word phrases that occur in text may also be considered as strings.
Since the inverted file contains only single words and pre-coordinated phrases,
there is no access to such a phrase unless it has been established in the thesaurus
or an authority file ahead of time, or it is searched by the word for word scan-
ning of specified attributes as explained above. However, by using proximity oper-
ators, which are discussed in detail in Section 9.3.3, multiple words adjacent to
one another may be specified in a query and used to search for multiple word
strings. This requires that the document numbers linked to inverted file entries
carry word position numbers relative to the beginning of the attribute field for
that document record.
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2. Searching for strings within the local CD-ROM IRS is usually the same
as one of the traditional methods.

3. Searching for strings within the subsidized local access IRS also usually
follows the traditional methods.

4. Searching for strings within the subsidized remote access IRS is usually
also the same.

5. Searching for strings within a Web search engine usually has fewer
options than in the other retrieval systems. Truncation is common and string
search functions are found in some. A phrase capability where a complete multi-
word phrase may be specified is the most common of these.

7.4.6 Analyze a Set

Since we are always assuming that a query addressed to a text file may
retrieve unwanted records, and may miss some of what was wanted, a tool for
analyzing what was retrieved is useful. A relatively inexpensive way to analyze a
set is to provide a frequency distribution of the values of selected attributes. For
example, if a query retrieved 300 records, the searcher is not likely to want to
browse all 300. But the IRS could provide a list of the 10 most frequent subject
headings, in order of decreasing frequency, or of authors, corporate sources, or
even year of publication. These can give the searcher ideas on what to include
in or exclude from the next version of the query. Statistics on a combination of
author and year of publication can, without need to look further, show the rise
or waning of an author’s career or of attention to an area of research.

It 1s rare to find this feature in commercially available retrieval systems.

The European Space Agency’s Information Retrieval Service did create a
command called zooM (Ingwerson, 1984) that provides such a frequency analy-
sis once a set s created and the user specifies the attribute to be used, and simi-
lar capabilities were included in CITE (Doszkocs, 1982, 1983). One use of
ZOOM is to see what the most frequent subject headings were in a set, perhaps a
set originally defined by use of key words in the title. Then, looking at records
that have the most appealing looking subject headings, the user might decide to
create a new set based only on those headings. ZOOM, or any similar set analysis,
could also be used to find not just the authors in a field, but also the most pro-
lific authors, publishers, corporate sources, or dominant patent assignees in an
area of technology. It is a command that can be used for direct problem solving
or question answering, as well as for finding citations to documents. The sort of
information derived by set analysis is what is used in some IRS to make auto-
matic revisions to a query, but is rarely shown to the user.

The other forms of IRS do not normally provide the capability. One rea-
son it is not found in most Web-based systems is that the documents on the Web
rarely have attributes tagged as such. (Another may be lack of user interest.)
However, a similar documents function is common in Web search engines,
where pages with common terms with a chosen document in the set are returned
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ranked by a similarity function. It also may be possible to return pages linked to
a particular page. These are attempts to use analysis of the current set as a feed-
back mechanism.

7.4.7 Sort, Display, and Format Records

Once a set 1s created, users usually want to see what is in the records, to be
sure that they do, in fact, reflect the meanings intended. Usually, a user is offered
options of which records to display and the format in which to display them.

In traditional and CD-ROM systems selection of records is the first option
with which to be concerned. It is usually expressed as a list of record numbers
or a stated or implicit all. Web search engines and both locally and remotely sub-
sidized systems, tend to display a set number of document surrogates at a time,
although sometimes the searcher may adjust this number.

Format is the next consideration. Most traditional and CD-R OM retrieval
services offer only a limited number of formats (data layouts) but make their
selection simple. The layouts themselves may be complex. Others allow the user
to specify the content and format of records. Doing so can be tedious, especially
if the user has to specify an entire page layout, which requires answering such
questions as where page numbers go, exactly where the title goes, how many
characters to allow for it, whether multiple authors should be listed across one
line or one per line, etc. The compromise is usually to allow the user to specify
which attributes are to be printed or displayed and in what order, but not exactly
where on the page an attribute is to appear, or what to do with multiple occur-
rences of values. Locally and remotely subsidized systems tend to offer a small
number of formats, often a citation, or perhaps abstract and title only. The Web
search engine will display a standard brief citation form record for each page in
the retrieved set, and this citation will have a link to the page itself which may
then be immediately displayed. We will further discuss display formatting by
Web search engines in Section 7.4.8.

Sorting changes the order of presentation of records. Bibliographic or news
records are usually placed in the database in order of date of receipt by the data-
base producer. Actually, an accession number might be assigned by the search
service, highly correlated with publication date. For viewing purposes, the
records are usually shown in the order of most recent first, or descending order
of date, but a user might want to see them by author. This option is available from
most traditional and CD-ROM services and from many locally and remotely
subsidized systems.

The Web search engine utilizes a different perspective on sorting and pres-
entation. Retrieved sets tend to be quite large and are normally arranged by what
has come to be known as relevance order. This means that the system estimates
what document best fits the searcher’s needs and presents it first, followed by the
next closest estimate, and so forth until the retrieved set is exhausted. Chapter 10
covers these methods in some detail.
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7.4.8 Handle the Unstructured Record

The previous section discussed the display and formatting of records with
a large number of well-defined fields, typical of bibliographic or business records.
However, in World Wide Web records, while they may be coded in HTML
(see Section 1.5.7) have no predictable structure as to attributes contained, or
control of attribute values. These are all provided by diverse and uncontrolled
Web page designers. The search engine index may be created from the whole
text of the Web page, or only certain HTML designated heading material. Thus,
sorting such records, or modifying the display, itself is not normally an option.

Efforts are underway to standardize the use of HTML labels which would
provide more controlled access. None have yet reached the stage of wide
consensus or use. Most prominent so far is the Dublin Core Metadata Element
Set. (Section 2.3) This set of elements provides a structure for discovery of
‘Web-based resources established by an interdisciplinary, international consensus
of many stakeholders in the document description arena. “The Dublin Core is
intended to be usable by non-catalogers as well as by those with experience with
formal document description models.” (The Dublin Core, 1998) Its 15 elements
meet the needs for basic bibliographic description for electronic documents. The
elements were shown in Table 2.1. Practically, however, each search engine will
provide its own citation format for Web pages retrieved, a format that will
include almost surely the assigned title of the page and a hyperlink to the page
itself.

7.4.9 Download

By download we mean the movement of a retrieved set, either surrogates
or complete documents, from the control of the IRS to a file accessible by other
software.

Downloading is done to enable searchers to edit and print results, perhaps
for delivery to clients, or to create or add to a locally maintained database.
Copyright law (databases for public searching usually claim copyright protection)
prohibits the resale of retrieved, copyrighted records. For example, a large com-
pany is not supposed to have its library retrieve some records, then make multi-
ple copies and distribute them around the company without permission, any
more than it can photocopy portions of a book for similar usage. Even more so,
a searcher is not supposed to sell the retrieved sets. Enforcement of such prohi-
bitions is difficult, as it is with photocopying. Evidence of what users are actu-
ally doing in this regard is difficult to acquire, but there seems to be no evidence
of large-scale abuse of the law. Downloading to a re-usable file is now common
as 1s transmission by electronic mail, the latter involving a slight delay but not
nearly as much as conventional mail. Both locally and remotely subsidized sys-
tems make some license agreement with the database suppliers that allows a cer-
tain level of downloading.
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Copyright law, and particularly the concept of what sort of exceptions
come under the doctrine of fair use, is subject to varied interpretations resolved
only by case law, and varies from country to country. There is some debate as
to whether databases are subject to copyright law in the United States. If they
contain only factual material without significant creative expression, they may
well not be. However, World Wide Web pages, and the full text of documents
found in databases are certainly protected. Viewing such output online is clearly
permitted since there is an implied contract generated by the posting of the
material on the IRS. Downloading or printing a single copy for personal use is
very likely fair use, but that is less clear. The production of multiple copies of
such material for any purpose but face to face classroom instruction is almost
surely infringement. (Gassaway, 1997; Litman, 1997).

7.4.10 Order Documents

In many cases, online database records contain references to documents,
such as books in a library’s collection, or patents. One of the early criticisms of
IRS was that they did not present the user with these documents, the ultimate
goal of the search, but merely with the references. The user might have had to
wait weeks before seeing the documents, perhaps procured through inter-library
loan. Many traditional IRS and some remotely subsidized systems, therefore, have
initiated a service whereby a user’s request for “hard copy” is transmitted to a
service that will provide it. This is generally not applicable to local CD-ROM
systems. Locally subsidized systems may provide a link to a location in the col-
lection of the subsidizing institution, or may have links to the articles of certain
journals with which a licensing agreement has been reached. Subsidized systems
will attempt to provide electronic full text rather than use a document ordering
system. Usually, it is not the database search service that provides the documents.

The number of full-text databases online is increasing, and these may now
include complex or high-resolution graphics, an economic impracticality a decade
ago. Also, the print quality of a computer printout is now gaining on that of a
printing press. Hence, we are moving toward a day when perhaps any document
could be downloaded in full and in high resolution. Of course any Web page may
be displayed in full and many Web sites permit the display of documents in their
files using software like Adobe Acrobat that permits such high quality display.

7.4.11 Save, Recall, and Edit Searches

The composition and editing of a query can be very time consuming, and
because charges in the traditional IRS are still made for online connect time, it
can be expensive as well. It is possible in these traditional IRS, and in CD-
ROM-based systems, to save the query statements locally, as a file in the user’s
personal computer. Traditional retrieval services, and many locally and remotely
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subsidized systems, commonly also offer the option to save a search in the IRS
computer. This implies that the subsidized systems will permit individual users
to sign on to the system for this purpose, if not for billing purposes. Then, if it
is to be run again, say next month, or if a similar one with only a few changes is
to be run, the saved search can be retrieved, edited slightly if necessary, and run
again. Clearly, this implies not only a save function, but also a recall one, and
some form of edit facility enabling the user to change the query without retyp-
ing it entirely. Because some queries are long and difficult to type, the save, edit,
and recall functions are useful with local as well as remote systems.

The normal World Wide Web search engine will provide an entry box for
a single set of search terms or a Boolean statement. The functions save or recall
are not usually offered, nor can one normally refer to previously formed sets. An
entered search statement can be edited to change its form and resubmitted, but
previous sets are not retained.

7.4.12 Current Awareness Search

In remote systems which handle large databases, the latter are frequently
updated, while CD-ROM users are supplied periodically with a completely new
file. Much database searching is refrospective, going back in time, looking for old
records as well as new. A way to do searching that is both less expensive and less
immediate is to set up a search to be done in a non-interactive, offline mode.

Also known as selective dissemination of information, or SDI, and more
recently as push technology, the usual implementation calls for the user to com-
pose and store a query, which is then run only when a particular database is
updated and only against the new records, not the entire file. The original use of
the idea was to enable a library or central information office to disseminate new
information within an organization. With the Web and its penchant for new ter-
minology, this technique acquired the name push technology because the system
is visualized as pushing new information toward a user, rather than the user
specifically asking for it (pulling) in each instance of use. An SDI query is often
called a profile because it is a relatively permanent description of a user’s interests.
Since it is applied only to new records, the profile is going to retrieve only those
that satisfy the query and are new; hence, the term current awareness. The fre-
quency of updates varies considerably among databases, from the almost contin-
uously changing of stock market files to the once per month updating of the
average bibliographic file. Clearly, if the updates are moment by moment, the
concept of SDI has less meaning than for the less frequently updated files.

Because current awareness queries are directed against new records only,
there are going to be far fewer hits, so the searcher can cast the logical net over
a wider area. Of course, the user is, or should be, free to modify the stored query
whenever it seems not to be retrieving what is wanted, or retrieves too much.
A common problem among SDI users is to accumulate a seeming mountain of
citations and, as a result, to stop reading them, defeating the purpose of the
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search. Narrowing the search to the point where it retrieves the number the
user will take the time to read calls for concentration and skill by the user.

Some Web sites, such as the Custom News Service of the National Science
Foundation, permit the user to create a Web page which will automatically col-
lect new foundation publications that fit a profile entered on the Service-provided
profile options page, and then to display their citations. These citations are hyper-
links to the publications themselves which are maintained on the site. For a pub-
lisher without interest in charging for access such an SDI can be most effective.

A relatively brief appearance on the scene was made by PointCast, a com-
pany offering push service on the Internet. One feature was that searching was
done while the computer was otherwise occupied or idle. A disadvantage, at
least from our point of view, was that it seemed to be aimed at users who wanted
to track specific companies, not subjects. Subject searches gave results that were
too broad, too voluminous. Auleta (1998) put it that, “. . . the demand for ‘push’
was diminishing. The difference between ‘push’ and ‘pull’ blurs when one sets
aside, say twenty favorite Web sites with ‘bookmarks . . . .>”

Many learned journals also make their full issues available on Web sites,
and may provide their own retrieval system for this database. Such sites normally
require a password received on some contractual basis. A person who subscribes
is expressing his or her interest in being made aware of the new publications of
such journals. Other journals make only their tables of contents or abstracts avail-
able, usually at no cost. The use of such a site is a current awareness mechanism.
Subsidized systems that permit the creation of permanent personalized files for
individual users permit an SDI function, even sending results on a regular basis
to their users by e-mail.

7.4.13 Cost Summary

This 1s generally not applicable to locally subsidized systems, CD-ROM sys-
tems, or sites on the Web. Most public Web search engines are free for the user
and cover their costs through advertising or government subsidy. But for the more
traditional systems, when the user is paying for the service, in the course of search-
ing and browsing among retrieved records, they can easily lose track of accrued
costs. Search services provide cost information during the course of a search.

7.4.14 Terminate a Session

In traditional IRS for purposes of correct rendering of invoices, control
over telecommunications, and efficient operation of a fee-based IRS, it helps to
have a positive statement from the user that the search session is over: the bill
can be tallied; the communication lines broken; and internal computer memory
devoted to other users. A session may also be terminated if a certain amount of
time elapses since the last user input, typically 5 to 10 minutes. A temporary
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logoff command may be available to ask the IRS to suspend billing, disconnect
from the communications network, make the communications port and mem-
ory space available to others, but retain a record of the search so that sets need
not be recreated when the search resumes.

7.5
The Basis for Charging for Searches

Historically, the cost of online searching was entirely a function of con-
nect time, plus modest charges for storage of saved searches. The connect charges
included telecommunication costs as well as use of the IR system. Today, much
has changed, as Web-based users may have quite powerful systems in their own
computers, or libraries may provide services free of charge. What “free of
charge” means in most cases is that someone other than the direct user is paying.
Our discussion here is concerned with online services that do charge their users.

Cost computation was once a simple matter of subtracting the time at
which a connection was made from the time at which it was broken. By con-
trast, the cost of a local search is largely a matter of recovery of the capital cost
of hardware, IRS software, and the data disks. Most libraries do not place an
hourly charge on individual users for the service.

Today, remote pricing is based on more complex formulae, which may
involve connect time, number of records printed or displayed, number searched
through, age of the records, or the format of display. There is even a movement
to begin charging according to the number of terms in a query, whether or not
they retrieve anything, on the grounds that the service sold is a search service, not
strictly a retrieval service. Online, fee-based services are now usually accessible
through the Internet, but this changes only the cost of communications, not the
cost of database searching.

The issue of how to charge for online retrieval is in something of a tur-
moil as this is written and may not settle for some time (Hawkins, 1989).
Changing technology and user patterns of behavior have their effects on pricing.
Users will always look for a way to reduce costs and for any flaw in the pricing
scheme that enables them to lower their own costs.

There is little new or different about the behavior of suppliers and cus-
tomers in this industry compared with nay other, and no reason to expect any
change in the constant struggle for relative advantage. One difference, however,
and an important one, is that users of information are not used to paying for
some kinds of services. Libraries have traditionally been free in modern times.
Web service has largely been free. Further, many users have become convinced
that “everything” is available free on the Web. This is not true. In addition, the
cost of putting material on the Web and the possible loss of revenue from print
versions will probably cause price increases in what we have so far had for free.
User attitudes will have to change.



Interpretation and Execution of Query
Statements

8.1

Problems of Query Language Interpretation

In Chapter 7, we described the languages and logic of information retrieval
systems from the point of view of a user. Here, we begin our look inside the IRS
to understand how commands are interpreted and executed.

Earlier, in Chapter 2, we discussed some of the problems of language in
general and the opinions of scholars in the field that words do not have fixed
meanings, established before use. Meaning is to some extent determined by con-
text, even to some extent with artificial languages, but the problems attendant
upon imprecise meanings are much worse in natural language. Natural language,
moreover, has inexact syntax, and this adds to the ambiguity of words. The
process of analyzing a statement in a language and breaking it into its constituent
elements or roles is known as parsing, some aspects of which were discussed in
Chapter 6.

Knowing the role of a word helps us understand its meaning. For exam-
ple, here are some almost classic, ambiguous sentences in English. In each, it is
not possible to know the exact meaning of all the words because there is more
than one possible way to parse the sentence, hence more than one possible
meaning. These are presented without the context usually needed to help resolve
the ambiguity.

At the physics conference, she gave her paper on time. Was this a paper about
the subject of time, or a paper on an unstated subject that was delivered as
scheduled?

Time flies like an arrow. On first reading this seems to be unambiguously say-
ing that time passes quickly. That interpretation makes fime the subject and flies the
verb. But, suppose a computer, lacking human experience, is interpreting the sen-
tence. It could decide that flies is the subject, in which case time could be an adjec-
tive, denoting a kind of fly. Now, one need not be an entomologist to know (or
suspect) that there is no such thing as a time fly. This ambiguity might be resolved

177
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with the aid of a thesaurus, but a thesaurus of the general language is hardly likely to
list every species of every insect. Can the computer know what kinds of flies exist?
At any rate, if the subject is flies, then the verb could be like, and the whole thing
could mean that this kind of fly likes to eat arrows. Yet a third interpretation is that,
the sentence says one should measure the speed of flies in the same manner as one
measures the speed of an arrow.

He ate the cake—Here is a sentence without much apparent variation in
syntax, but the meaning can vary according to emphasis placed on the spoken
words. As the emphasis shifts to different words of the sentence, the meanings
may vary in these ways

He ate the cake. That male person, or animal, is the one who ate the cake.

He ate the cake. Among the many possible things that male might do with
cake, he chose to consume it.

He ate the cake. Of all things that he might have eaten, he chose the cake.

Emphasis can be shown in print with italics or quotation marks, but at least
as often it is not shown typographically. Then, of course, there are idiomatic
expressions that have meaning that bears no apparent relation to the meanings of
the individual words. That takes the cake means that some thing or activity is
highly rated and has nothing to do with food, although this expression appar-
ently has its origin in the awarding of a cake as a contest prize.

These, then, are some of the problems. Let us examine some of the pro-
cedures for handling them.

8.1.1 Parsing Command Language

Many subsidized systems and most Web search engines simply assume that
any entry is a set of search terms to be combined by a default Boolean operation.
If they have an advanced searching module the parsing discussion below will
normally apply, as it does in traditional remote and CD-ROM systems. Thus our
examples are mostly from Dialog, a service of Dialog Information Services.

The usual parsing method is to make a left-to-right scan of a statement,
looking at each word or code for occurrences of strings of characters that can
“legally” occur in a given position. This logic applies to most of the classic IRS
but few of modern Web-based search engines.

Most command language syntax calls for a command to be followed by
one or more arguments, attributes, or parameters. The command is stated as
an imperative verb, such as SELECT. The parsing program would begin at the
left end of the statement and look for a substring that constitutes a valid com-
mand in the language. The arguments may be meaningful only in the context
of a specific command. TYPE 1/5/8 tells Dialog to type record 8 of set 1, using
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format 5, but EXPAND 1/5/8 will cause Dialog to look for the string 1/5/8 in
its inverted file. The language of BRS (founded in the United States, now
operated in Waterloo, Ontario, Canada by Open Text Corporation) uses
modes. A command causes the IRS to enter a mode, and thereafter query state-
ments are interpreted in the context of that mode. The set-forming command
FIND needs no verb because it is understood. This causes the system to enter
search mode, and the string PRINT following the mode statement would be
interpreted as a search term, not a command. It is as if a full command . . . FIND
PRINT had been issued. A new mode statement, . . . PRINT, say, would change
the mode from search to printing, hence the defaults would change to those
of the PRINT mode.

Recognizing the command can be done by looking for the first blank
character following the first non-blank or for the end of the command string
(computer code for the ENTER key), then treating everything between as the
potential command. However, many languages “forgive” the absence of a space
between the command and its argument. Therefore, the most likely way to
locate the command in the input string of characters is to start at the beginning
and look for any substring that matches a legal command. Search in descending
order of command or abbreviation length: SELECT (6 characters), EXPAND (6),
print (5), TYPE (4), PAGE (4), PT (2), E (1), T, P, . . . . This assures that an initial
substring of PR, if not followed by INT, will be matched with the abbreviation
PR, rather than p. The list must always be so ordered that the full command pre-
cedes its abbreviation, not normally much of a problem.

Once the command is identified, the program would use a table (part of a
knowledge base) to tell it what kind of argument or parameter list follows this
particular command. Possible argument forms include: single term, sequence of
terms unmarked as a phrase, single equivalence statement, Boolean combination
of equivalence statements. Following SELECT, e.g., the rest of the statement
might be NAPOLEON or AUTHOR = SMITH, J.C. Another sequence following
SELECT could be s1 OR AUTHOR = SMITH, J.C. where s1 denotes a previously
defined set number. Yet another possibility is that the first character after the
command SELECT 1is a left parenthesis, as SELECT (SUBJECT = CAT OR SUBJECT =
DOG) AND AUTHOR = TERHUNE, A.P. (Remember that most text retrieval
systems do not require quotation marks around a string constant, while most
database management systems do.)

In the statement SELECT AUTHOR = SMITH, J.C. the usage AUTHOR =
SMITH, J.C., Is an attribute-value statement, as is just DOG, but in the latter case
the attribute name and equivalence symbol are understood, or revert to default
values. This is a de facto standard in text-retrieval systems. The default may be
called a basic index and apply to terms from a title, abstract, or descriptor field.
The exact choice of attributes to constitute the default basic index may vary with
the database in use.

The usage s1 OR AUTHOR = SMITH, J.C. is a compound attribute value
statement, as is S1 AND (SUBJECT = CAT OR SUBJECT = DOG) AND AUTHOR =
SMITH, A.B. The knowledge base must, in some manner, specify all the variations
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of such usages that are permitted in the language in use. In Dialog, if there has
been no set 3 created, the usage SELECT $3 AND DOG will be interpreted as ask-
ing for the string s3 and the string DOG, both in the basic index. On occasion
this is the source of confusion to the user because, e.g., s3 could be the model
number of some device. In the long run, the omission of quotation marks prob-
ably saves more trouble than it creates.

In the Dialog language, both SELECT and EXPAND are valid commands. If
the parser receives the statement SELECT EXPAND CAT, it would find a valid com-
mand in the first position within the statement and, because the context is now
established, will not consider that EXPAND is also the name of a command. It will
treat EXPAND as part of the argument of the SELECT command and will not con-
sider the possibility that the user made a mistake but did not know how to cor-
rect it, so simply typed a new command following the previous incomplete one.
A number of similar statements that appear ambiguous to a human reader are not
so to a program because it takes the query statement apart in a prescribed order
and never notices any ambiguities:

SSELECT CAT (SELECT misspelled, two leading ss) is interpreted as ss (abbrevi-
ation for the two-word command SELECT SETS) followed by the argument ELECT
CAT. There is no legal full command at the start of this statement; hence, an abbre-
viation is sought and found, and of the two possible abbreviations, ss and s, it selects
the longer. What follows is neither a set number nor a parenthetical expression, so
it is treated as a search term, even though it was intended as part of the command.
Further, since the argument consists of a phrase of two or more words with no
attribute designated, Dialog takes it to imply the descriptor attribute because in that
system a descriptor, even though a phrase, is treated as a single character string for
searching purposes.

SELECTION is treated as the command SELECT followed by the argument ION.
Nearly all Internet search engines, ORBIT and the National Library of Medicine’s
MEDLINE assume that the absence of a command implies the command FIND, that
is that the system is in Find mode, essentially the same as Dialog’s SELECT. MED-
LINE would treat FINDER as a term not a command. (ORBIT, an early IRS is now
part of Questel-Orbit, Inc.)

S ELECTION is treated by Dialog as the abbreviation s followed by the argu-
ment ELECTION.

pl /T1,AU/1-5 is a complex-looking statement. The argument fits the pat-
tern for a PRINT command and specifies the set (1), the format (attributes TI for
title and AU for author), and the record numbers 1-5 of the designated set. The
problem, though, is that P is the abbreviation for the PAGE command, which is
contextually dependent, 1.e., PAGE is only valid if a preceding command had pro-
duced a multipage display (or was another PAGE). This is a common and easy
mistake for users to make. The left-to-right scanning method will completely
misunderstand it: to Dialog this is a PAGE command, to a user it looks like a
PRINT command.

In the last example, a right-to-left scan might be able to do better, i.e.,
one that first recognizes a range of what would be taken to be record numbers,
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preceded by the/,which separates elements, preceded by a string of attribute
names, etc. The parser would scan left from the last character, looking for /.’
If this is found, scan back to the right to see if what follows is a set number or
series of them. If so, go left again, looking for the next/and verifying that the
argument between occurrences of/is a format designation, and so on. Then, if
all this is preceded by anything other than DISPLAY, PRINT, TYPE, PR, D, or T
there has been an error. Although the format fits three different commands, the
presence of P suggests the user probably meant PR. But the extra scan means an
expensive computer program and extra time consumed in executing it. The
advantage of an interactive IRS is that, using a simple left-to-right scan, as soon
as an ambiguity or error is discovered, the user can be told and asked to fix or
interpret it. There may be no need for overly elaborate error-correction tech-
niques in this situation.

An interpretive issue sometimes found to be vexing is the treatment of
missing or extraneous blanks between elements of a query statement. As we
noted, Dialog will treat the statement SELECTION as SELECT ION, not as the
invalid command SELECTION. Extraneous blanks before the command name or
more than one wherever one is called for should always be ignored. (‘Should’
here is a value judgement by the authors.) The following should all be treated as
the same statement:

SELECT ION
SELECTION

_ _SELECT ION (3 blanks preceding the command)
SELECT ION (4 blanks between command and term)

8.1.2 Parsing Natural Language

The parsing of natural language is so complex that we provide only a brief
exposure to its methods here. For more information, see references (Chomsky,
1965; Salton, 1989, pp. 377-424; Tucker, 1979; Manning, 1999). Basically, the
same kind of logic is used as for the artificial command language just described.
But the difficulty of the problem is much greater. Instead of a list of at most a
few dozen valid commands and argument types, we need a sizable dictionary of
the language. In English, a 100,000-word dictionary is not unusual, and each
word may have various endings and be used as various parts of speech. While the
artificial languages are likely to allow only one or two forms of any word, in nat-
ural language each word may have many forms, especially irregular verbs. A dic-
tionary would identify the parts of speech that a word could represent, and a
separate set of rules (the knowledge base, again) would tell what parts of speech
might follow the statement that has been parsed so far. We say “might” because
there is no absolute set of such rules. WordNet (Section 4.3.3) is a dictionary of

this type.
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For example, the word THE would be identified in a dictionary as a form
of adjective called an article. Its syntactic role is to introduce a noun phrase. The
noun phrase, in turn, can consist of an almost unlimited string of adjectives fol-
lowed by a noun. With our modern penchant for treating nouns as adjectives, it
can also include a string of nouns used as adjectives. Further, of course, verbs
have noun forms. An adjective can be preceded by adverbs, but the occurrence
of an adverb is supposed to signal that the next word is either another adverb or
an adjective, not a noun. Each entry of the dictionary would list the possible syn-
tactic roles for the entry, and possibly their probabilities. Each step of syntactic
analysis tends to narrow the list of probable roles of the next word. Occasionally,
as in the time flies example, parsing uncovers more possibilities as it moves
through the expression.

If a sentence starts with THE, we then expect the next word to be an adjec-
tive, adverb, or noun. If the first two words were

THE TREE, then TREE may be the end as well as the beginning of a
noun phrase, and we might next begin to look for more parts of the noun
phrase or a verb phrase. The sentence might continue as

THE TREE IS (TREE is a noun, IS is a verb.),

THE TREE IN (IN introduces a prepositional phrase)

THE TREE STRUCTURE (TREE is now acting as an adjective, STRUC-
TURE as a noun. STRUCTURE could be a verb but then should end in s.)

THE GREEN, then the next word is probably a noun or adjective,
although it is possible that GREEN is treated here as a noun (as in golf' ). We
do not know much more about what is coming next than before having
seen GREEN. Possible continuations are

THE GREEN TREE (GREEN adjective, TREE noun).

THE GREEN WAS (GREEN noun, WAS verb).

THE VERY, then we would use the dictionary to determine that VERY
is probably an adverb (although there is an emergency signaling device
called a Very pistol), and we can expect another adverb or an adjective
next, such as

THE VERY GREEN. . . or THE VERY LOVELY GREEN . . . .

THE BLOSSOMING, then BLOSSOMING is a noun or adjective form of
a verb, which can lead to

THE BLOSSOMING TREE (BLOSSOMING being used as an adjective), or

THE BLOSSOMING WAS (BLOSSOMING used as a noun).

There are many possibilities and the program has to work through them,
make assumptions, see if the assumptions are consistent with words yet to fol-
low, and backtrack when necessary to start the chain of assumptions over again.

Programs that can do this kind of syntactic analysis are time consuming
and expensive, but for users who do not want to take the trouble to learn a new
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language, the benefits are great. One benefit is that if a user states FIND INFOR-
MATION ON DOGS AND NUTRITION, a good natural language interpreter for an
IRS would recognize the implied Boolean logic and convert this into a query
that searches for records containing both words, DOGS and NUTRITION, but will
know not to look for records containing the words FIND or INFORMATION,
which contain no subject-defining information in this context. In other words,
expressions like FIND . . ., FIND INFORMATION ON . . . , OR GET ME INFORMA-
TION ON . . . can be defined as inherently meaningless and the IRS instructed to
ignore them as initial words of a query.

If the parser attempts to recognize the role of each word in the context
only of a query to a given type file, rather than its role and meaning in the
natural language, parsing can be much faster (Samstag-Schnook, 1993). For
example, in a bibliographic context a capitalized word following BY might be
taken as an author’s name, or a four-digit number following PUBLISHED AFTER
as a date.

8.1.3 Processing Menu Choices

Normally, a menu is understood to be an offering to a user of a limited
and explicitly stated set of choices. The processing program should have to check
only to see which of the offerings was selected. There are, of course, complica-
tions in everything (Shneiderman, 1998). to make and indicate a choice must be
in some way descriptive of the choices available. Usually, the choices are tagged
with numbers or letters. A choice can be indicated (the user indicating which
option 1s wanted) by any of three logically equivalent means: (1) typing the
choice number or letter, (2) typing the text of the choice statement or sometimes
just the initial letter, or (3) moving a cursor to the choice and pressing the
RETURN or ENTER key or a key on a mouse (the “point and shoot” method).
The third method has become the most common choice of interface designers
with the great expansion of graphic interface operating systems and the growth
of the World Wide Web.

While the processing of menu choices is simple, and it is tempting to
assume that choices are always clear to users, or that uncertainty can be resolved
by a help message, none of the assumptions is always true.

A user simply may not understand what the consequences of a choice are.
A user may not understand why the current menu is being offered and have no
idea how to proceed. The user then has the problem not of which choice to
make but of how to get back to familiar ground or to understand what brought
him or her to this point. Some programs allow a user to back up after a menu
choice, in effect saying, “Go back to the previous menu.” That requires that the
program keep a list of the sequence of choices made by the user. But no com-
mercial program we know of offers an explanation of how the user got to the
menu now on view, i.e., not only the sequence of responses, but also an expla-
nation of what actions that sequence produced.
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8.2

Executing Retrieval Commands

As we have noted before, the execution of commands does not depend on
the type of language used in conveying the commands to the computer.
Although commands or menu choices or methods of interpreting natural lan-
guage may differ widely from IRS to IRS, the functions performed are quite sim-
ilar from system to system. The principal ones, in approximately the order in
which they might be used in a search, are: database selection, inverted file search,
set creation, truncation and universal characters including left-hand truncation.
This list is similar to the list of functions given in Chapter 7, but here we stress
what the IRS must do to interpret or execute the command.

8.2.1 Database Selection

The information conveyed is simple: for the traditional system the com-
mand and the name or code for the database to be used. The choice is needed to
prepare various tables for use in parsing records (the list of fields in the record,
structure of the record, . . .), computing costs to this point, if there has been a
prior database in use, and finding the appropriate inverted file. The usual syntax
is command followed by database name or number. The CD-ROM user has
installed the database to be searched with the insertion of the disk, and thus does
not have this concern. Locally and remotely subsidized systems will normally pro-
vide a database menu if more than one database is accessable. Web search engines
do not usually operate with the concept of a database. The whole portion of the
Web indexed by its crawler is the database. One might consider a multi-page
website to be a rough equivalent of a database, but the search engine will not.

8.2.2 Inverted File Search

A search in the inverted file (see Section 7.4.3) is done for the purposes of
finding what values are represented there and in what records they occur, and
then transferring information from the inverted file to a set. The IRS uses an
inverted file search, on its own, to respond to a request to form a set. All cur-
rent forms of IRS primarily make use of this structure.

Searching of all database records can be done on a sequential basis, but
some form of indexed or hashed access to values will make a great difference in
search time over top-to-bottom sequential searching. An index of terms
extracted from records, using a binary search algorithm is ubiquitous. The
number of entries approximates the number of words or terms that occur in the
original records, common words and values of unindexed attributes being omit-
ted. Added to an inverted file entry are record numbers and possibly attribute
identifiers (e.g., differentiating between a word’s occurrence in a title and an
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Inverted File Main File
12
CAST 654 e 7
Query: CAT CAT |- 13
14 T
CAT ‘/Cat 27| . ST T > 14
® x |CATALOG 58| . :
A |27

@ 12 “The set,” actually a set of pointers
o7 to records in the Main File.

Figure 8.1

Basic logic of an inverted file search. An algorithm (1) operates on the search term to
determine a starting point for the search. Then, it continues until it verifies that no more
matching terms are found (2). When matches are found, the corresponding main file
record number is moved into the set (3).

abstract) and often the position of the word within the complete value, as the
word’s position within title. Word numbers are used for proximity searching, to be
discussed in Chapter 9.

The logic of an inverted file search to create a set is illustrated in Fig. 8.1,
where it is assumed that the attribute is named in the query and the symbol for
the attribute and its value are stored in the inverted file. Stored with each value
are the numbers of all the records having that value. These numbers are extracted
and placed in the set.

8.2.3 Set or Subset Creation

Boolean operations are performed on the sets as shown in Fig. 8.2. Unless
the sets are very large, these operations go very fast. If a high cost is associated
with set creation and set operations, it is in creating, maintaining, and searching
the inverted file in the first place, not so much in performing the Boolean oper-
ations, again unless the sets are excessively large.

The IRS language used to create Boolean sets differs with the types of IRS
we will discuss, due primarily to an emphasis on simplicity in the more recent
systems which anticipate searching to be carried out by untrained users. Web
based systems which now include most subsidized systems as well as Web search
engines, normally provide a simple interface that allows the entry of terms in
boxes formatted on the Web page for that purpose. These terms are then used to
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Inverted File

Query: S1 AND DOG

|~ Apoa 8
DOG

14
27

x > DOGGED 58

8 12
14 14
27 27

S2 (DOG) S1(CAT)
Y

14
27

S3 (S1 AND DOG)

Figure 8.2
Basic Boolean operations. Set s1 (CAT) exists. A new query asks for a new set, for DOG,
and that the two sets be intersected. Records 14 and 27 are in both sets.

create a single Boolean set using either a default operator, or providing the
opportunity to choose between an AND or an OR. Web search engines often pro-
vide a second form of what they term advanced entry where Boolean operators,
field labels, and certain limitations may be imposed for set formation. It is this
latter form that is the standard in traditional IRS and in CD-ROM systems. Both
of these IRS types usually allow previously formed sets to be used as arguments
in Boolean statements.

If a set number is used in a Boolean expression, as s1 AND DOG, execution of
the AND operation creates a set for DOG, then a set for the combined s1 AND DOG.
The set for DOG will be discarded unless the user has specifically requested its reten-
tion by using a variation of the basic command such as ss instead of s in Dialog.

Other commands are used only to limit an existing set. They deal with
additional requirements being placed on members of the set. A common example
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is a command to limit membership in set n to records having DATE<<1976.
Such a command may not require recourse to the inverted file, but can be exe-
cuted by directly performing a sequential search of the records in the set. The
BASIS scaN command or ORBIT’s SEARCH command both operate by look-
ing in records of an existing set for a particular string of characters occurring
anywhere in a given attribute, essentially the contains relationship described in
Section 7.3.2. Such a function would be prohibitively expensive if it had to
test every record of a database. We again point out that Web search engines do
not usually create a named or numbered set that can be used as a subsequent
search term.

8.2.4 Truncation and Universal Characters

Nearly, every form of IRS provides some form of right hand truncation.
Execution of a set-forming command using a truncation (see Section 7.4.5) or
universal matching symbol is not logically difficult but may be time consuming (see
Fig. 8.3). The search program would scan the inverted file, from the beginning

Inverted File Main File
12
ELECTRIC 12
Query: ELECTRI = C 14
ELECTRICAL 14
ELECTRIx C 23
C ELECTRICALLY 27
ELECTRICIAN 23
Gl ) 27
X ELECTROLYSIS 58
ELECTROLYTIC 43
YVYY
12
14
23
27
Set 1: ELECTRI =
Figure 8.3

Inverted file search on truncated term. The logic is the same as for a full-term search, but
only a portion of each inverted file term, of the same length as the search term, is used to
compare with the search term root.
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or from whatever starting point its logic uses, until an entry is found that is
greater than the root but does not contain it. For example, if the search term is
ELECTRI*, the search program would start by using whatever method it would
normally use if the term were a full word. It finds the first entry beginning with
ELECTRI, then searches sequentially until it finds the first term not beginning
with that root.

We are supposing that not too many words will match a given root.
Searching for A* is not a good idea because it will retrieve so many words of
diverse meanings. Use of a universal match symbol near the beginning of a word
W*MAN will cost more search time than if used near the end, as woM*N. The
former requires a sequential search of all words beginning with W.

8.2.5 Left-Hand Truncation

Left-hand truncation is the use of a truncation or universal matching char-
acter on the left side of the search term. It is not a common option in existing
systems and is normally implemented only when a database type (one indexed
by chemical compounds say) makes it particularly useful. Left-hand truncation
alone is not particularly useful. The assumption is made here that both left- and
right-hand truncation are possible, possibly on the same term. This gives the
equivalent of the contains relation, but may be used in a query directed to the
entire database, not just an existing set. It would not matter what a term in a
record starts with, so long as it contains the given character string. By contrast
with right-hand truncation, this is a usage with great implications for execution
time and cost. For a search for words that end in SULPHATE the fact that the file
is in alphabetical order on the complete word is of no help, but left-hand trun-
cation alone can be accommodated by creating a reverse inverted file, in which
terms are entered backwards. To find a word ending in SULPHATE, look up
ETAHPLUS* in this reverse file. A further and more useful variation is to allow
truncation symbols at either end of a search string. Thus, *METHYL* would
retrieve MONOMETHYLAMINE, but *METHYL or METHYL* would not.

There are several methods of handling the increasing desire for the availabil-
ity of this kind of logic. We shall discuss two. The first, as noted in Section 7.4.5,
is the use of a string search or CONTAINS by which a search can be conducted for
any string embedded in any attribute value, and the truncation symbol is not really
necessary. The second involves a change in the inverted file.

To look up any term in an inverted file, the data manager finds a starting
location and then searches sequentially, looking for an exact match or for veri-
fication that no match will be found. How close the starting location is to the
stored version of the search term, and how many terms have to be examined
sequentially are major factors in determining the speed, and thus cost, of a search.
With a hashing system, it is possible to go almost immediately to the individual
term sought, but then it may not be possible to find the next record in alphabet-
ical order (Section 6.4.5). Nested indexes or binary search offer somewhat slower
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starting, because it is unlikely the term will be hit with the first disk accession, but
they allow retaining a record sequence based on search key. Since users often
browse in the inverted file, ability to retrieve its records in alphanumeric order
is important.

If a search term contains a right-hand truncation symbol, little 1s added to
inverted file search time assuming that the root is long enough that only a small
percentage of the total number of entries can match the search term. As noted
above, this would hardly be the case if the search term were A*. If a left-hand
truncation symbol is permitted, then every entry in the inverted file must be
examined, because a term beginning with any string of symbols could match the
root. That would require an exhaustive search of the entire inverted file. For a
database of one million records, which could lead to an inverted file of, easily,
100 entries per record or 100 million total entries, an exhaustive sequential
search is almost out of the question economically.

For left-hand truncation it is necessary for the inverted file to contain
more information about the possible location of the root string within terms
of the file, always with the understanding that there is a trade-off involved:
more information means more memory devoted to storing it and more time
to interpret it. These two can be traded for reduced time in searching the
inverted file.

First, let us review the content of an inverted-file entry. It contains a term
that may consist of an average of about 10 characters. It must specify the attrib-
ute in which the value occurred, typically abbreviated to two or three charac-
ters. Often a separator character divides the attribute code from its value. The
entry contains the sequential position of the term within the field, if proximity
searching is to be allowed, as it commonly is with text records, again requiring
two or three characters. And, of course, it must specify the number of the record
in which the value occurred, say eight characters. If locations or sequence num-
bers are used with a main file of a million records, then the record number
requires only six bytes. An accession number used by the database producer may
run to 12 digits—the difference is 6 megabytes. If the value occurs more than
once in the database, there is an entry for each occurrence. There are many ways
to reduce the total (here 10 + 3 + 3 + 8 = 24 characters), involving data com-
pression, binary numbers, or variable length records to avoid having to repeat
values. But, for illustration, we use this almost worst-case estimate.

One possibility, noted previously, is to duplicate the file, each entry being
listed both forward and backward in spelling. Another, illustrated in Fig. 8.4, is
to create another entry for each character in the term value, basically a permu-
tation of the characters of the string. If the term were CAP, we would have entries
for cAp/, AP/C, and P/CA, each showing the complete term, but in different
order of character occurrence. The remainder of the permuted entry records
need only consist of a pointer to the entry for the normal spelling, which would
then list all documents in which the term occurred. The sign/in this case indi-
cates the end of the word. Done this way, left-hand truncation would be done
the same way as right-hand, but the inverted file would be, by our estimate, up
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CAT -
CATALOG - AT/C
CATAPULT - ATALOG/C
CATO  -emeoememoeeees ATAPULT/C

° APULT/CAT

° ATO/C

* CAT/
CATALOG/
CATAPULT/
Conventional inverted file, with term, CATO
record number, etc. (indicated by —). G/CATALO

i LOG/CATA
There is only one entry for each term. LT/CATAPU

O/CAT
OG/CATAL
PULT/CATA
T/CA
T/CATAPUL
TALOG/CA
TAPULT/CA
TO/CA
ULT/CATAP

ALOG/CAT

Inverted file with an entry beginning with each
letter of each term, hence one entry for each letter.

Figure 8.4

A method for left-hand truncation. There is now an entry for each letter of each word,
consisting of the term and record number in which it occurs and location within the
record, represented by the dashed line. The symbol/indicates the end of a word. This
method increases the size of the file, but enables a search on any string within a word.

to 10 (average term length) times as long, and that would increase search time
using virtually any file organization.

Another possibility, shown in Fig. 8.5, would be to use a variable-length
structure for the records in the inverted file. This would save space if the term
were less than the maximal length. Only a segment of the term is needed in
the extra entries for left-hand truncation, e.g., AP/C and P/CA as extras for the
CAP entry. These strings, or partial entries, would require only a pointer to the
full entry, and there would have to be a symbol showing that it was an abbrevi-
ated entry. Or, both the full and partial entries might point to a separate file con-
taining the detail about the occurrence of the word containing the string. This
method is fairly conservative of space but increases search time.

However it is done, left-hand truncation comes only at a cost. Many users
are willing to pay it, especially those who must search chemical and trademark
files. The challenge for database search services is to find a method of accom-
plishing it that does not add to the cost for all searchers, as would, e.g., simply
extending the size of the inverted file, making every search more expensive. An
alternative is for the search service to pass on the obligation for cost control by
requiring that left-hand truncation of string searching be applied only to a set,
not the entire database. The user would then be obliged to create a small enough
set first, to assure economical searching.
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Inverted File Location File

ALOG/CAT
AT/C
ATALOG/C
ATAPULT/C
APULT/CAT
ATO/C
CAT/
CATALOG/
CATAPULT/
CATO
G/CATALO
LOG/CATA
LT/CATAPU
O/CAT
OG/CATAL
PULT/CATA
T/CA
T/CATAPUL
TALOG/CA
TAPULT/CA
TO/CA
ULT/CATAP

Terms Locations of records
. containing these terms

CAT

Figure 8.5

Alternative method for left-hand truncation. There is an entry for each permutation of
each word, but these entries have only a pointer to another file. In the second file there is
only one entry per term, with all the relevant information as to location in the Main File.

8.3

Executing Record Analysis and Presentation Commands

Often the functions listed below are either not available or only in rela-
tively primitive form compared with what can be done if users were well trained,
demanding, and supplied with a powerful system.

8.3.1 Set Analysis Functions

Since set analysis, as we have defined it (see Section 7.4.6), calls for analy-
sis of the frequency of occurrence of values of attributes or combinations of
them, the basic steps are: (1) For each record in a set, extract the value or values
of the attribute on which analysis is to be done and append the record number;
(2) When the complete set of values has been assembled, sort by attribute value,
count the number of occurrences of each value, or number falling in a range,
and then sort in descending order of frequency. The result gives the list of attrib-
ute values, most frequent first. In order to do this, the programming logic is
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Set number: 4
Number of records: 45
Attribute analyzed: author name

Value Frequency

BOOKSTEIN 12
KRAFT 8
MCGILL 6
SALTON 5
VAN RIJSBERGEN 3

Figure 8.6
Values and frequencies of occurrence. Frequencies add to more than the number of
records, indicating co-authorship among this group of authors (hypothetical data).

Set number: 5

Number of records: 57

Attributes analyzed: subject heading, date

Subject Date

Value Frequency Value Frequency

ARTIFICIAL INTELLIGENCE 57 2002 26
2003 18
2004 9
2005 4

EXPERT SYSTEMS 32 2002 15
2004 12
2005 5

HYPERTEXT 63 2002 2
2003 8
2004 19
2006 34

Figure 8.7

Co-occurrence tables for values of two attributes. Such a display can give a quick indica-
tion of increasing or waning interest in a certain subject or productivity of an author. The
author’s name would have been used to define the set, but the analysis is based on sub-
ject matter and date (hypothetical data).

much like that for formatting a display, i.e., the IRS must be able to parse the
record to find the attribute values within it. Sorting is a standard function. An
example of a table of attribute frequencies is shown in Fig. 8.6, using author
name as the attribute. The data are hypothetical.
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A second form of analysis is co-occurrence analysis, for example compil-
ing a table of the frequencies with which values of attributes subject and date
occur together. This can be done in at least two ways. In one, form a list of val-
ues of both attributes and the record numbers, and then sort by subject with date
as a secondary sort key with result as shown in Fig. 8.7. Again, data shown are
hypothetical.

These functions are often available in traditional and CD-ROM IRS and
are far less common in subsidized systems and Web search engines.

8.3.2 Display, Format, and Sort

These functions are available in traditional and CD-ROM systems, are
available to a limited extent in locally and remotely subsidized systems, an to a
very limited extent (often only page display size) in Web search engines where
the retrieved surrogate is standardized and hyperlinked to the complete docu-
ment which is a Web page.

In order for the IRS to display a set of records (see Section 7.4.7), it must
know what portion of each to display, how those portions are to be laid out on
the page (whether paper or electronic), in what order the records are to be pre-
sented, and whether they are to be output continuously or one at a time, under
user control.

1. Format Control—Either the system must assume default values, or the
user must provide instructions for setting such variables as the length of each line
sent out by the computer, and the number of lines that can be viewed on a video
display screen. Formatting is concerned with such details as:

Page or image size;

Orientation of the page (Fig. 8.8);

Selection of attributes or fields to be displayed,;

Placement of fields and labels within a page; and

Whether to display records without a stop after each until the user
signals to continue.

To avoid excessive demand on users, many retrieval services limit user
choice of format, sometimes by offering a set of predetermined formats or by
offering user control of what attributes may be included, but not necessarily how
the page is to be laid out. Documents found on the Web will be displayed as
structured by those who posted them. Most browsers will format such docu-
ments for printing exactly as displayed and may allow the use of attachment
software such as Adobe Acrobat to display more highly formatted documents not
coded in HTML when they are available from the Web site.

2. Display Mode—The IRS can send output in scrolling mode, in which
lines are displayed one after the other until the entire message has been sent.
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Horizontal, or landscape, orientation

Vertical, or portrait, orientation

Figure 8.8

Orientation of images or text on a page. While it may appear a minor variation, chang-
ing orientation could require considerable reorganization of the information contained on
a page and this may entail considerable user knowledge and skill.

If the user has a printer in use, scrolling may be the preferred method. For a
video display, the method often preferred is to transmit one screenful, then stop
until the user signals that another line or screen is wanted. Downloading is an
extension of display. It is an activity at the local level. Records are sent out by a
remote system for display or storage locally. Telecommunications software usu-
ally has a logging capability, controlled by a toggle switch, that permits storing
incoming messages in a file. A local IRS might need a similar function to enable
users to copy records from the database into a separate, user-accessible file.
Browser software normally will allow the saving of any retrieved Web page in
HTML format, or the cutting of selected portions of the text of such pages and
their pasting into local documents.

3. Sorting—The order of listing of records in a database is determined by
the search service. Bibliographic and newspaper files are almost always ordered
by accession number, which is assigned sequentially as records are added to the
file. This means that the records are also roughly in descending order by date
(latest date first). Display in the default order is apparently acceptable to most
users. This choice of default, however, may not be too meaningful for a direc-
tory of businesses or of chemical formulations.

The modern approach is to offer the user control of the sequence of out-
put of records. Thus, they must be sorted on a key or keys specified by the user.
Just as a user is given a choice of searchable fields, which does not include all
fields, there will be a number of possible sort keys, but they are not likely to
include all attributes of the record. Attributes that may have more than one
value are likely to be excluded. If a set were to be sorted on subject heading,
which one would determine order if there were more than one (the usual case)?
It is conceivable that a searcher would like a set sorted on a field such as second
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author, but it is unlikely that such a request would be acceptable to most IR
systems, or even that there is any way to express the concept in the command
language.

The process of putting records in order 1s covered in so many computer-
programming books (Knuth, 1998) that we shall not cover it here. It can be a
time-consuming process, depending largely on the size of the file or set involved.
Sorting 50 or 100 records, for a modern computer with a large memory, is not
much of a challenge. But, IRS do not offer to sort an entire database of a million
or more records.

If records are to be ranked by any procedure, users will expect them to be
displayed in rank order. The results of set analysis can be used for this purpose,
as well. The frequency of an attribute value can be added to the record and used
as a sort key.

Locally subsidized systems often allow selection of individual surrogates
from generated sets and their placement in a saved set for use, but actual sorting
is uncommon. Web search engines supply their surrogate lists in an order gen-
erated by a proprietary algorithm. This ordering is thought to be based upon
degree of relevance (normally defined in terms of the occurrence counts of spec-
ified search terms) and quality (normally defined in terms of the number of
hyperlinks to the item and perhaps the times it has been accessed—the so-called
click rate). The assumption is that the list of retrieved surrogates will be too long
to be examined in foto and thus such a ranking is required, rather than a user
specified sort. Google does offer an alphabetical display option.

8.3.3 Offline Printing

For just a few records, it is probably as economical and certainly faster to
print online. The cost of printing is directly important to the user only when the
user pays for connect time. Thus in CD-R OM and subsidized systems and in Web
search engines offline printing has become obsolete. Offline printing may appear
less complex than online, but actually opens a number of special control problems.
Formatting is the same, but offline printing usually involves a relatively large num-
ber of records, which is why it is used. Offline printing is usually done later in the
day, probably after normal business hours, when the load on the computer is less.
Users like to be able to confirm that a command to print off-line is in the print
queue and may ask to review it at any time before the command is executed. A
later search may obviate the need for printing the earlier results; hence, the com-
mand should be capable of cancellation at any time before execution.

Users may ask for an estimate of the cost of printing and transmitting the
set they designated. They like to have some say in the mode of transmittal: reg-
ular mail, express mail, or electronic mail, all of which require that the IRS keep
minute-by-minute records of the status of print jobs and be able to cancel if
so ordered. All these options can easily be expressed but call for more optional
attributes in a print command compared with an online display command.
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Modern high-speed modems make this function relatively unimportant, but
when we had to deal with speeds as slow as ten characters per second, it mat-
tered a great deal.

8.4

Executing Other Commands

These functions generally are for the more traditional systems, not most of
those on the Web or subsidized or CD-ROM systems.

8.4.1 Ordering

The final step in an online retrieval process may be the placing of orders
(see Section 7.4.10) for copies of documents referred to in the retrieved
records. Of course, this is needed only when the file records are surrogates for
or pointers to other documents, or contain the complete text but lack illustra-
tions, or lack good-quality printing. Web documents can now be directly
downloaded online using the now common local broadband networks, DSL,
or cable modems.

Like offline printing, this seemingly straightforward function entails a
number of nagging details. More often than not, there is a choice of suppliers
and the search services, themselves, are not usually among them. The search
service is merely an intermediary and will typically want to remain impartial in
selection of a vendor to sell and deliver the documents to the user. The search
service must maintain files of approved vendors, present the options to the user,
note what records the user has identified, extract from these the information
needed to fill an order, and pass the order on to the vendor with a copy to the
user. Once again, the user may wish to cancel an order after placing it, and once
again the search service has to keep track of the status of the transaction, because
cancellation after the order has been passed to a vendor is a different matter from
merely dropping a record from an order file. Who is responsible for paying for
an order filled after the user thought it had been canceled?

8.4.2 Save, Recall, and Edit Searches

If a query takes a long time to formulate and if there is a likelihood that it
may be used again, even in modified form, users will want to be able to store it
(see Section 7.4.11) so it can be recalled later and edited, if necessary, before use.
Most traditional search services ofter a search save function, but subsidized systems
and Web search engines do not maintain separate accounts for individual users
in which to store such searches, and the CD-ROM user 1s required to
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purchase a new disk for an update. Thus, only the traditional IRS provide these
functions. At minimum, it allows the list of commands used in a search to be
saved as a computer file. The user is given a name for the file or may supply the
name. Because the file is taking up space in the search service’s computer, the
service will make some charge for this, but usually not much. Then, there must
be a recall command and, although all services do not offer it, there should be a
chance for the user to modify some of the commands. Perhaps, it is only a date
range or the name of a person that is changed, but a considerable amount of
users” time can be saved this way.

A more modern way to save searches is to do so in the user’s personal
computer. Retrieval services may even offer software to help do this. That
way, the traditional IRS user saves on storage and connect charges, maintains
more control over privacy, and can use a familiar word processor to do the
editing. Such a procedure will allow the use of saved searches with all system

types.

8.4.3 Current Awareness

The logic used in current awareness searches (see Section 7.4.12) does not
differ from that for retrospective searches. The current awareness or selective dis-
semination of information (SDI) query is usually run only against the latest batch
of new records about to be added to a database. This will require creating an
inverted index for the new records, then searching with the same logic as for a
full-scale database search. At the conclusion of the SDI processing, the new
inverted file can be merged with the full-scale one.

Again since subsidized systems and Web search engines do not maintain
separate user accounts and CD-ROM:s require purchase of a new disk for a file
update, the SDI function is found in traditional systems only unless searches are
saved on a local computer.

An SDI search can also be run against the full file, in retrospective mode,
using a date or update number selection criterion. The latter implies that one of
the attributes of each record must be an identification of the batch of records
used to update the file. Typically, this might be a date or a month—year,
week—year or day—year combination, as 9804 might identify records added to a
database in month 4 of 1998.

The queries for a batched SDI search must have been stored in the search
service’s computer, to be available when needed. As we have pointed out, this
mode of operation tends to be much less expensive than online searching, so
there is a positive incentive to store the searches. In batch mode there is no need
to keep the user informed of the status of the search, to tie up communication
lines during a search, or to assure that no user waits more than a few seconds for
the computer’s attention. On the other hand, SDI searches tend to have more
terms and more complex logic which, under newly emerging pricing systems,
could jeopardize some of the cost advantage.
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8.4.4 Cost Summation and Billing

Since the user purchases unlimited use with a CD-ROM and since Web
search engines and subsidized systems do not charge users, these functions apply
only to traditional systems.

Computation of costs (see Section 7.4.13) requires that the IRS keep track
of the kinds of factors listed below. People view searches difterently, and these
viewpoints can affect the kinds of cost information wanted. In particular, we
must distinguish among connect time, a session, and a search. Connect time can refer
to total time a user’s local computer is connected to a search service or to a
telecommunications network. It is possible to connect to a computer without
use of a data communications network that charges for time used, excluding
therefore, local calls or use of the Web. Hence, the search service must know
which network or type of line is in use in order to compute charges. A session
can be the set of activities performed during a contiguous period of connected-
ness, or a series of activities, with some aspects in common, that may extend over
more than one connect period.

A search is usually seen as the activities or commands used to solve one
problem, or a set of activities for a particular user or purpose. It, too, may take
more than one connect period. A search may also be considered to be all activ-
ities between one command that opens a file or begins a search and the next file
opening. A session may consist of more than one search, and a search may extend
over more than one session. For those users who must charge others for online
searches. these differences are important to resolve.

The kinds of information from which charges are computed are the
following;:

1. Start time of the telecommunication network connection and of the
search session.

2. Start time “in” the current database, because different databases may
cost the search service more, hence the user more.

3. End time of connection with a database.

4. End time of the search session, and the network connection.

5. Number of records displayed or printed (or ordered to be printed), and
the formats involved.

6. Possibly a count of the number of search terms in use, and perhaps also
a count of the number of terms searched through, i.e., the number of entries in
the inverted file or the number of records in the database.

7. The amount of space devoted to storage of queries or data and possibly
the amount of time devoted to sorting records (either a charge for sorting or a
limit on the number of records sorted may be the only defense against an exces-
sive request by a user).

Times must be recorded for the start and end of an entire session in order
to charge for telecommunications time, and for the time of starting and ending
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use of each database in order to charge for connect time to each database, since
normally different rates are charged for each. In most retrieval systems, a user is
always in some database. Upon logging into a system, the user is considered to
have selected a default database. It may be an empty one, used solely for book-
keeping purposes, a training database charged at a low rate, a real database of the
user’s choosing, or a system-assigned default.

The actual formulas for computing costs tend not to be complex, if the data
are available. A difficult part of cost computation is acquiring the data when a
change is made in the basis for pricing. When Chemical Abstracts Service wanted
to begin charging for each search term used (O’Leary, 1988), search services had
to revise their programs to record this data during a search. Were the data already
available, the change might have been trivial, but changing a large and complex
computer program, without disrupting its service, is a daunting task.

8.4.5 Terminate a Session

In a traditional system terminating a session (see Section 7.4.14) is largely
a matter of computing the total cost of the search session, returning to the sys-
tem any storage space devoted exclusively to the searcher who has just logged
off, and disconnecting the telecommunications connection. Time of termination
must be passed to the billing program. A CD-ROM system terminates on com-
mand by freeing up the memory holding its executing software and data storage.
Subsidized systems and Web search engines terminate when the Web browser
displaying them is closed or is pointed to a different URL. Most browsers have
a history file which will allow easy access to previously visited URLs.

8.5

Feedback to Users and Error Messages

Section 11.3 covers the subject of feedback from the point of view of infor-
mation content. Here, we continue our discussion of how an IRS functions.

8.5.1 Response to Command Errors

It has always seemed to us that a minimal response in case of error in an
input command should be an explanation of how the program interpreted the
command, at what point it discovered a conflict or error, and why it appears to
be an error. A computer (or, for that matter, a human) cannot always tell exactly
what the error was. Here are a few examples:

FILE 123. The command FILE is used to select a database, and 123 is
the user’s stated choice. But suppose there is no file 123. Then this was an error.
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The program should tell the user it assumed the command was FILE, then that it
assumed the file was number 123, but that that number does not exist as a file
code. It is possible that even the command was wrong, the user absent-mindedly
intending to say FIND. If so, simply being told there is no such file would be
more confusing than helpful.

SELECT AUT = HOREAU, H.D. (A character transposition in typing AU =
THOREAU, H.D.). The command is SELECT, the attribute specified is aut, but no
such attribute abbreviation is in use. The response might be that the command
was interpreted as SELECT, the attribute was aut, which is not recognized, and the
value was HOREAU, H.D. It is very easy for a user not to notice anything wrong
with AUT. Henry David Thoreau was a noted American author, and it is rela-
tively easy for an American to spot the error in spelling the name. But it is less
so for an English-speaking person of another culture, and very difficult for the
IR S—the program—to work out what was intended.

EXXPAND THOREAU. (A typing error is made—two Xs in EXPAND.) This is
an inverted-file search command. The result is a display from the inverted file of
a series of “words” all beginning with X, mostly Roman numerals. From the
IR S point of view, there is no error. While no full command was found, a valid
abbreviation (E, using the Dialog language) was found, and the Dialog rule is that
everything following EXPAND or E is treated as the argument or value of the
search term. To the user, who is still unaware of the typing error, this outcome
is startling. It would be helpful if the user could ask for an interpretation of the
command at this point, and be told, as above, what command and argument
were assumed.

Subsidized systems and Web search engines tend to have simple interfaces
and to see all entered strings as search terms. Error messages are rare.

8.5.2 Set-Size Indication

It has been suggested (Blair, 1980) that set size is an important factor in a
searcher’s decision of whether to continue modifying set definitions or to end
the search. This is a useful statistic for searchers and easy for the computer to
compile. It is normally automatically available at the end of any Boolean set
operation. This is a function usually provided by all IRS including Web search
engines. However, the presumption is that the relevance and quality ranking
provided by the search engine will provide sufficient material at the top of the
display and that modification do to set size will not be required.

8.5.3 Record Display

We described the function of display of records earlier. This is probably
the single most important type of feedback from IRS to user. The user, again
especially when searching text, cannot be certain that an apparently reasonable
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query formulation is necessarily going to retrieve what the user really wanted.
Every retrieval system has some kind of browsing capability that provides a view
of record surrogates. These are viewed serially and those of interest used to locate
the documents they represent. While the portion of the displayed surrogate and
its format is under user control in most IRS, the options vary considerably; from
nearly total in some traditional IRS to no options in Google.

8.5.4 Set Analysis

The mechanics of set analysis were described in Section 8.3.1. Such feed-
back where available is probably best left for the user to request, lest the volume
of data become overwhelming.

8.5.5 Cost

During a long search in a traditional sysem, knowing what charges, if any,
are accumulating can help a searcher’s decision making. While many users would
like a cost summary on demand, excessive detail might be self-defeating, dis-
couraging searchers from using it. A brief summary of accumulated costs can be
unobtrusively displayed following any set-forming or display command, always
with the option for the user to see a full explanation on demand.

8.5.6 Help

One of the enigmas of software design is that help systems are so seldom
used. One reason is that they are so often badly designed (Kearsley, 1988). Their
potential for helping users, and thereby selling products, is immense. It is point-
less to review how they are normally done but may be worth reviewing how
they might be done.

Perhaps, the most common use for help is to explain the current or most
recent message from computer to user. The message may have been something
like the one we used to get from MS-DOS, the operating system once used in
most IBM-like personal computers, after a command calling for erasure of a
complete disk or subdirectory, “This will erase your directory. Are you sure?
(y/n).” A first-time user might not know why this is being asked and would wel-
come a short explanation. A more experienced computer user, one who has
inadvertently erased a good many files that had no back-up, knows that it intends
to advise the user that there may not be any recovery from an error here, and
invites the user to think carefully before going ahead. All that is required to
implement help here is to allow the use of a special key following any computer
output message, and to have a prepared explanation for each. The program is not
required to exercise any significant logic, although the producers of the software
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are required to invest a considerable effort in preparing the texts of help messages
and to try to anticipate the state of mind of users. The memory required used to
be significant for a PC but in these days of gigabyte memories, it now seems
insignificant.

In general, providing help means to provide a message as specific as possi-
ble, explaining what may currently be perplexing the user. Retrieving the mes-
sage 1s no problem—the problem is determining what the user wants or needs
to know, which may be anything from an explanation of a command syntax to
an analysis of how a search has progressed thus far, together with a suggestion of
what to do next.

Since many error messages have to do with some form of user error, e.g.,
rejecting a command because it was syntactically invalid or included unknown
vocabulary, it is also useful for the searcher to get an explanation of the theory
or syntax or rules governing the use of the command in question. Such help goes
considerably beyond informing the user that a mistake has been made. It might
require programmed logic in order to limit the amount of explanatory material.
(Is the error one of syntax, of vocabulary, or of using a set number that has not
been defined?)

Picture a user who is doing his or her first database search. The search has
progressed to the point where some sets have been created and modified and
there is but a modest number of records in the last set. The experienced user
knows what to do next; the inexperienced user might not. Should the search be
terminated? Revised again? Should all records of the final set be printed offline?
It would be helpful for the user to be able to ask the question, “What can I do
next?” Like the explanations described above, standard answers to such a ques-
tion might simply be stored in such a way as to be associated with each com-
puter output. The program, “knowing” what message it sent last, retrieves the
explanation for it on request. The user would be told what can be done, or what
typically is done at this point. No suggestion would be made as to what should
be done. If the goal is limited this way then, again, the logic of help is simple,
but requires a great deal of message writing and storing.

The ultimate form of help as we see it today is for the computer to ana-
lyze both what the user has done (series of commands issued) and what the
results have been. Then, based on this information, the computer makes a sug-
gestion as to what should be done next. A few research systems that provide some
form of this service (Marcus, 1982; Marcus et al., 1987a,b; Meadow, 1988;
Dufty, 1992), and indications are that users like it, but there have been no large-
scale tests to prove that it is worth the effort on a commercial scale. The pro-
gram logic required is formidable. We want the advice to be good, yet must
avoid a computer-user conversation that appears inane to the user or that gives
the impression of far more understanding and wisdom on the part of the com-
puter than is really the case. Since only the user really understands what infor-
mation is wanted and what is useful, a program can offer help but cannot take
over the decision making in a search. The goals of help must be limited.



Text Searching

9.1
The Special Problems of Text Searching

It has been stated several times previously that there is ambiguity in the
mere presence of a word in a natural-language text. The occurrence of a single
word in a text cannot be taken as proof positive that the text is “about” the sub-
ject usually associated with that word. Throughout this book are occurrences of
the words such as CAT, DOG, or FOOD, but this book is clearly not about animals
or nutrition. Syntax contributes to the problem. A person can understand the
meaning of “This book is not about animals,” but most retrieval systems today
cannot perform the semantic and syntactic analysis needed to comprehend the
meaning of that sentence. If they can deal with natural language at all, they are
likely to treat the negative sentence as being, itself, about animals. Indeed, it is
something of a conundrum whether the text “This book is not about animals”
is, itself, about animals. If it poses any serious degree of difficulty for a human,
what can we expect of a computer’s interpretation?

The length of a text contributes to the difficulty. In non-text files, a typical
attribute value consists of a word or a number, or perhaps a short phrase. Further,
the syntax and vocabulary are usually controlled. Text usually has none of these
restrictions. An author has great freedom in the choice of words and can make up
new words or change the meaning of familiar ones. Relatively, little is done in
most forms of writing to control this problem. The AECMA guide to simplified
English (Section 3.2.2) is a rare but limited example of an attempt at natural lan-
guage control. Others are style manuals used by publishers to prescribe how news-
papers and books are to be organized, type styles, and even spelling conventions.

A user of an IRS, and particularly of a Web search engine, must be aware
of this potential for ambiguity, of the pitfalls of text searching, and the possible
means of getting around them. When searching very short texts it may be suffi-
cient to specify a few words that should appear in a text on the desired subject.
With longer texts, which are becoming increasingly common in retrieval sys-
tems, it may be necessary to specify patterns of word occurrence rather than individ-
ual occurrences. That may mean a set of individual words occurring with high
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frequency; two or more words co-occurring often; or a set of words occurring
in a particular pattern or sequence, allowing for a search by specifying the order
of occurrence of words and the maximum number of other words that may
occur between them. In our attempts to describe our information needs, we
often use the very patterns of word usage we are looking for in texts to be
retrieved. One of the tasks, either for the retrieval system or the searcher, is to
examine the language used to describe needs, looking for the words and patterns
that should appear in records. One of the great difficulties is that the information
need can be expressed in words in so many different ways. It helps a great deal
if either the searcher or an interpretive program is able to make the association
among the words used and the others implicated.

There has been and continues to be a great deal of work and innovation
on the subject of text searching. Salton (1989) remains a seminal work and a
more recent review of progress is found in Sievert (1996). Of particular current
interest are the attempts of World Wide Web Consortium to implement the so-
called semantic Web.

9.1.1 A Note on Terminology and Symbols

Chapters 9, 10, and 11 make use of many mathematical symbols. They are
all introduced here.

D A document or record.

D, Document i of a set of documents.

{D;} A set of documents, a file, or a database of documents.

{D,}I The cardinality or magnitude of the set {D,}; the number of
documents in the set.

{ Dti,k} A document is a set of terms, words, numbers, or character
strings. The subscript k indicates a particular term in document i.

{Dt;  J The number of terms in document i.

0 A query to an IRS for search of a database.

0, Query j of a related sequence of queries.

{0} A series of queries all to accomplish one search objective.

O} The number of queries in the series.

{0t} A query also contains a set of terms. This designates term [ of
query j.

fQt; M The number of terms in query j.
S The retrieval set, or drop, or “the set.” Those documents
retrieved in response to a query, where which query is not

specified.
S; The retrieval set for query j.
1S jI The cardinality of set S Js the number of documents retrieved.
Sim Document m in set S,.
St; Term n of document m of the retrieval set for query j.
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The set of terms in S,

The number of terms in document m of set S

The weight assigned to term k of document /.

The set of weights assigned to terms in D,.

The weight assigned to term 1 of query .

The set of weights assigned to terms in Q..

The subset of S consisting of records deemed of sufficient rel-
evance or value by the searcher.

The subset of S consisting of records deemed not of sufficient
relevance or value by the searcher. Insufficiency does not
imply complete irrelevance. N=S—R

The cardinality of set R.

The cardinality of set N. INI=ISI—IRI.

Note: rarely but useful for research, set R may be divided into
sets R and N more than once or it may be done by more than
one person.

The set of terms occurring in R.

The cardinality of set Rt,.

The set of terms occurring in N.

The cardinality of set NVt,.

At the conclusion of a search, or one query of a search, terms
may be assigned a weight or degree of relevance. Such
weights are not necessarily the same as those assigned in
advance of the search. Not used often. This symbol denotes
the set of such terms in document i.

The number of relevant terms in document i.

This denotes the set of relevant terms in query ;.

The number of relevant terms in query j.

The set of terms in retrieval set m of query j.

The number of relevant terms in retrieval set m of query j
The set of terms constituting the vocabulary of a database
The size of the vocabulary set; the number of different terms
used.

9.1.2 The Semantic Web

The World Wide Web is a set of records or documents, billions of them,
that have virtually no organization among them. They do, however, contain links

from one to another, pointing to material that is related in some manner. Thus, it

is a glant Web, linking elements by authors, works on similar topics, or any other

relationship deemed important to any author of a document in the Web—in fact

“anything can link to anything” (Berners-Lee, et al., 2001). Searching the Web is

almost always a matter of searching for certain words or symbols or combinations

of them among the various Web records. Searching in this way through so many
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records frequently results in retrieving huge sets often with many records not par-
ticularly relevant to the query. Ranking, based on statistics of word occurrences
and frequency of citation, helps but does not eliminate the problem.

A new concept, developed by the developer of the Web, itself, is the
semantic Web (Berners-Lee, ef al., 2001) which makes use of information embed-
ded in the documents primarily for the purpose of helping the computer under-
stand the content so that it can do a better job of finding just the information
needed by a user. The original Web utilizes documents written in HTML, a lan-
guage for describing structured text that may be interspersed with images.
HTML classifies text by assigning portions of it to specific tags that control its
manner of display. These tags thus define attributes of the text that have to do
with their positioning and display but not their topical content. Titles and
authors may well be HTML tag-identified attributes of a document and thus
identifiable to a program processing the tagged text, but the majority of available
HTML coded text in the body of a document will be available for analysis only
in terms of its relative position or frequency of occurrence of its words.

Another tool 1s XML, a data-centric markup language that can be inter-
spersed with HTML. XML allows for new tags to be used to identify data elements
which may be of use only to a limited set of users. The resource description frame-
work (RDF) maintained by the World Wide Web Consortium (World Wide Web
Consortium, www.w3.org/), is another means of conveying information about
word meanings, often implemented as an XML application for this purpose. It is a
set of specifications that permits the markup of data in a subject—predicate—object
format, such as book is a document, allowing the software analysis of information in
this form (Manola and Miller, 2004). At the most basic level it allows the making
of assertions, and of assertions about assertions (meta assertions or, in the data con-
text, metadata). Thus, RDF attempts to provide interoperability between applica-
tions that exchange machine-understandable information on the Web. RDF
schemas resemble entity-relationship diagrams. Resources are things described
(objects), properties are specific characteristics of a resource (instance variables), and
a statement is a resource with a named property and its value.

OWL, a vocabulary extension of RDF, is an acronym for Web ontology
language, a markup language for ontologies on the Internet (McGuiness and van
Harmelen, 2004). It provides additional predicates for subjects along with a for-
mal semantics and greater machine interpretation of Web content than that sup-
ported by XML, and RDF, and allows the construction of class hierarchies and
distinctions among properties of various sorts. Like a dictionary? Yes, but most
dictionaries exist to express relationships among words to human readers and
writers, not computers. These and other such content oriented markup lan-
guages are the components of the model. An example of XML follows:

?xml version="1.0" encoding=“ISO-8859-17?2>
<note>

<to>Charles Meadow</to>

<from>Bert Boyce</from>

<heading>XML example</heading>
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<body>Here is an example using ISO-8859-1

encoding which, as you can see, must be specified in a version state-
ment so that the character encoding in use will be known to any pos-
sible recipient.

Since the version statement is not an XML element it does not have a
closing tag, as all XML elements must.<</body>

</note>

The semantic Web does not solve all problems of searching for or process-
ing data. For one reason, it is not yet fully operational. For another, semantics 1s
a complex concept, as noted in Section 2.2.6. The fact that we may have entered
a definition of a word does not imply that it has that meaning whenever it is
used, just as we have not even fully controlled the use of the word information in
this text because the word has so many meanings in different contexts and
authors or readers do not always recognize these differences.

The semantic Web is not complete and cannot be completed by any single
organization because it depends on the voluntary cooperation of all creators of doc-
uments, computer agents using data in the WWW, or even those querying databases
to achieve either some standardization or usage or an understanding of the need to
create definitions that clearly discriminate among various possible meanings of a word
or phrase. This is not to say that some progress would not be better than none at all.

9.2

Some Characteristics of Text and Their Applications

H.P. Luhn (1958) was among the first to recognize the role that patterns of
word usage could play in finding the words that best characterize the subject of a
text, in order to index or compile an abstract for it automatically. Once terms are
found that can be used for an index, because they represent a subject of the text
for search purposes, they could also be used to find the sentences of a text with
the highest concentrations of key words, which might constitute a passable
abstract (Edmundson and Wyllys, 1961; Luhn, 1958; Salton, 1989, p. 439).

Text can be treated as a set of words connected only by their joint mem-
bership in the text. The same words can be analyzed in terms of various patterns
of occurrence, including the syntax of natural language. If a computer could be
programmed to be able to understand the meaning intended by an author, we
would have an ideal IR, but this is not possible in the current world. Finally, text
can be analyzed and characterized as a whole, by use of its combinations and rel-
ative frequencies of words, rather than only as individual terms.

9.2.1 Components of Text

A text has vocabulary, but it is not tightly controlled, except by custom.
Different words may have common or similar meanings. A dictionary or the-
saurus may be needed to help establish meaning in context. These tools are often



208 9 Text Searching

domain-specific, such as a thesaurus containing only medical-terms or a dictionary
of only mathematical terms.

A text has patterns of vocabulary such as those described in Section 9.1. There
are also frequency of occurrence and co-occurrence distributions. These patterns can
be used to rank texts according to their similarity to a query or to each other. They
can also identify words or phrases that can, when separated from the text itself, serve
as an index. Until about 15-25 years ago, the only way to search large files of text
was to use surrogate records consisting of index terms that were descriptions of con-
tent as well as of the document, itself—its author, publisher, date of publication, etc.
Surrogates have not disappeared from the scene but are decreasing in importance as
full-text databases become more common and as text-searching systems, rather than
surrogate searching systems, come into common use. It is becoming common for
learned literature authors to place preprints of their papers on the Web. Most Web
search engines will index the full text of these pages. Full-text databases are seen
commercially in ever-increasing numbers. Unfortunately, this increase in use of full
text often means that the attributes that once collectively constituted a surrogate are
now not explicitly identified in the record. Hence, a search, even for something as
“obvious” as author, may be unable to distinguish between Shakespeare as author
and as subject, or simply to find authors associated with a given subject.

Finally, a text has syntax, the rules of usage for combining individuals
words into meaningful phrases and sentences. There are also stylistic rules for
combining sentences into paragraphs, and so on to multi-volume books. Syntax
helps to clarify individual word meanings and significance, and the converse is
also true. The interdependence of syntax and word meanings can put a high pre-
mium on sophisticated analysis, not at all easy for a computer. Words are often
defined in terms of a context or domain, and the interpreter may have to learn
the context from the text, itself. In recent years teachers and editors have tended
to relax enforcement of English syntactic rules, permitting, e.g., “Each applicant

12

must submit their school transcript,” or even “She’s like ‘Shut up!’ “making it

ever more difficult for a computer to determine the meaning of words.

9.2.2 Significant Words—Indexing

Luhn (1958) recognized that the highest frequency words tended to be the
common or non-information-bearing ones. He also felt that just one or two
occurrences of a word in a large text could not be taken to be significant in
defining the subject matter. Therefore, he suggested using the words in the mid-
dle of the frequency range. Common words would best be eliminated by using
a list of stop words and low-frequency words by simply discarding those of fre-
quency 1, 2, or more, depending on size of the text.

Can word frequency alone be used to find the most significant subject-indi-
cating words? If a knowledgeable person is going to write a text for publication, of
say 2,000 words, on a technical subject, a certain vocabulary must be used, and it has
to be the vocabulary conventionally used in that subject field. Editors or reviewers



9.2 Some Characteristics of Text and Their Applications 209

will generally insist on this, so while the author has a high degree of freedom, it is
not complete freedom of choice. The author may vary the use of individual words
but, in the aggregate, the vocabulary must reasonably conform to what the readers
understand and expect. The relative frequencies of occurrence of subject-indicative
words may not vary much from author to author within a discipline. This condition
does not hold for all forms of writing, such as law court testimony where different
witnesses may have greatly differing ways of describing the same scene or event.

The most frequently occurring words in English are the very common ones
such as: the, of, and (Dewey, 1923; Zipf, 1949). As we have said, in a 2,000-word
text almost any word can occur once; hence is not necessarily indicative of the
subject. Somewhere between the extremes will lie the words that do indicate sub-
ject matter. “Somewhere” is a vague term. The set of significant words in a text is
a fuzzy set. We can have high confidence that the important words are in it, but
not that we can identify the one or two most important ones.

Table 9.1 shows the frequency distribution of words of Section 1.2 of this
book, in descending order of frequency. The number of word tokens, excluding
numerals, is 1,617. The number of word types is 576. Table 9.2 shows words
from that list after discarding common words and those of frequency less than 4
and then conflating those remaining by stemming. Common words were those
appearing in the list compiled by Fox (1990). Conflation has its risks. In any
work related to interactive computing, the word user has a meaning quite dis-
tinct from the more general use.

Figure 9.1 shows a plot of word frequency against rank (highest frequency
term has rank 1, etc.), of the text of the paragraph using the logarithm of fre-
quency and rank, rather than their raw values. This curve represents the distri-
bution variously attributed to Condon (1928), Zipf (1949), and Mandelbrot
(1953). For larger samples of “well-written” English the curve is usually nearly
a straight line. Other languages or other writing styles may produce different
shapes (Whitehorn and Zipf, 1943; Meadow et al., 1993). Superimposed on the
figure is a representation of Luhn’s concept of where the significant words are.
The curve of significance is not exact; it is simply intended to show low signif-
icance at both tails of the distribution, and high in the middle.

9.2.3 Significant Sentences—Abstracting

Again historically, the preparation of abstracts, especially of scientific arti-
cles and reports, was deemed to be critical to the success of IRS. These were usu-
ally prepared by professional abstractors, after publication, an expensive process;
hence, interest increased in automatically prepared abstracts. Figure 9.2 (at the end
of this chapter) shows 46 sentences of the sample text used for Table 9.1. Table
9.3 shows, for each sentence: (1) the sentence number; (2) n, the number of
words in the sentence; (3) k, the number of key words, including repetitions,
from Table 9.2; (4) kq, the number of unique key words, i.e., counting each word
only once, regardless of number of occurrences; (5) k/n, the ratio of key words
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Table 9.1
Word Frequency Tabulation®
92 the 8 databases 5  whether 3 include
73 of 8 one 4 about 3 irs
66 a 7 between 4 all 3 looking
55 is 7  how 4 as 3 means
34 or 7 which 4 content 3 mechanical
32 in 6 can 4 ay 3 much
32 to 6 if 4 does 3 only
26 and 6 language 4 found 3 over
24 it 6 may 4 have 3 present
18 be 6 often 4 its 3 problem
17 as 6 text 4 library 3 question
17 for 6 they 4 point 3 read
17  information 6 was 4 searching 3 record
17  nor 6 web 4 stored 3 represent
17 on 6 will 4 such 3 represented
17  that 5 any 4 term 3 retrieved
15 are 5 by 3 at 3 sense
13 database 5 computer 3 being 3 set
13 retrieval 5 documents 3 blair 3 single
11 had 5 example 3 both 3 so
11 ir 5 match 3 called 3 structured
11 records 5 more 3 car 3 systems
11 search 5 natural 3 central 3 table
11 this 5 number 3 collection 3 telephone
11 what 5 other 3 communication 3 terms
10 we 5 query 3 do 3 them
10 with 5  software 3 engine 3 type

9 from 5 some 3 field 3 using

9  system 5 used 3 file 3 well

9 there 5 user 3 files 3 when

8 an 5 users 3 form 3 while

8 but 5 wusually 3 highly

* This list contains the words of Section 1.2 of this book having three or more occurrences, in
frequency-rank order. All punctuation has been deleted, hence s occurs six times but appeared
following an apostrophe.

to the total number of words; (6) kq/n, the ratio of unique key words to total
words; and (7) d, the mean distance between key words, if more than one in a
sentence, where distance means the number of intervening words. Our method of’
computing average distance is the mean number of non-key words between the
first occurrence of a unique key word token and the last in any sentence. A zero
value means all the key words were adjacent. A blank indicates a single key word,
hence no meaning to distance.

One method of abstracting would be to extract the s sentences with the
highest count of key words, s depending on the length of the document and the
desired length of the abstract. But highest count, alone, is not always satisfactory.
Sentence 1 gives a fair summary of the text. Sentence 2 adds to this but would not
be too meaningful alone. Sentences 46, 48, 50, and 51 which have 5, 5, 4, and 7
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Table 9.2
Non-common Word Frequency Tabulation®
17 information 5 match 3 called 3 question
17 nor 5 natural 3 car 3 read
13 database 5 query 3 central 3 record
13 retrieval 5 software 3 collection 3 represent
11 ir 5 user 3 communication 3 represented
11 records 5 users 3 engine 3 retrieved
11 search 5 usually 3 field 3 sense
9 system 4 content 3 file 3 set
8  databases 4 day 3 files 3 single
6  language 4 found 3 form 3 structured
6 text 4 library 3 include 3 systems
6  web 4 searching 3 irs 3 table
5  documents 4 stored 3 looking 3 telephone
5 computer 4 term 3 means 3 terms
5 example 3 blair 3 mechanical 3 type

* These are words from Table 9.1, with frequency greater than 2 that are not on Fox’s list of
common words for general text. Among those of frequency 4 or more, only nor and day have no
particular relevance to this text. Note that ir is an abbreviation for information retrieval.
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Figure 9.1

Word frequency distribution. The solid line shows a plot of log frequency vs log rank for
the words of the text in a sample paragraph. A straight line of slope approximately —1.0,
shown as a dashed line, would fit this data well. Note the diversion between the line and
the curve. This occurs with most word frequency distributions. The dotted line shows a
theoretical curve of significance as a function of rank.

key word tokens (average of 5) add to the reader’s picture. These four sentences
have an average of 31 words and an average ratio of key words to total words of
0.17. Using that ratio, we would select sentences 1, 18, 19, 30, and 3, but a quick
reading shows the latter four not to be very informative.

The right-most column in Table 9.3 can give us sentences with the impor-
tant words close together. The highest ranking (lowest score) sentences, by this
method, are 1, 15, 39, and 43 which we feel is a fairly good representation of
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Table 9.3
Numeric Measures for Sentences of the Text of Figure 9.2
N n k kq k/n kq/n d
1 16 5 5 0.31 0.31 2.25
2 11 1 1 0.09 0.09
3 28 5 3 0.18 0.11 7.00
4 18 3 3 0.17 0.17 5.50
5 15 3 3 0.20 0.20 3.00
6 19 1 1 0.05 0.05
7 26 3 3 0.12 0.12 11.00
8 61 3 3 0.05 0.05 20.00
9 43 8 8 0.19 0.19 3.71
10 19 2 2 0.11 0.11 0.00
11 25 1 1 0.04 0.04
12 17 3 3 0.18 0.18 5.50
13 11 2 2 0.18 0.18 2.00
14 29 1 1 0.03 0.03
15 13 2 2 0.15 0.15 10.00
16 10 1 1 0.10 0.10
17 19 1 1 0.05 0.05
18 10 3 3 0.30 0.30 0.00
19 3 1 1 0.33 0.33
20 18 1 1 0.06 0.06
21 10 2 2 0.20 0.20 5.00
22 22 2 2 0.09 0.09 7.00
23 13 2 2 0.15 0.15
24 10 2 2 0.20 0.20 3.00
25 8 3 3 0.38 0.38 2.00
26 32 6 5 0.19 0.16 3.00
27 33 1 1 0.03 0.03
28 25 5 4 0.20 0.16 1.67
29 15 2 2 0.13 0.13 0.00
30 5 2 2 0.40 0.40 2.00
31 39 7 7 0.18 0.18 3.50
32 31 7 5 0.23 0.16 3.50
33 21 2 2 0.10 0.10 2.00
34 25 4 3 0.16 0.12 2.50
35 5 2 2 0.40 0.40 1.00
36 30 0 0 0.00 0.00 0.00
37 42 9 7 0.21 0.17 2.67
38 14 2 1 0.14 0.07 0.00
39 26 4 4 0.15 0.15 5.00
40 18 0 0 0.00 0.00
41 7 1 1 0.14 0.14
42 24 1 1 0.04 0.04
43 13 0 0 0.00 0.00
44 17 0 0 0.00 0.00
45 7 1 1 0.14 0.14
46 31 5 5 0.16 0.16 2.75
47 14 2 2 0.14 0.14 0.00
48 30 5 5 0.17 0.17 3.50

(Continued)
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Table 9.3 (Continued)

N n k kq k/n kq/n d
49 17 2 1 0.12 0.06

50 23 4 3 0.17 0.13 5.00
51 40 7 7 0.18 0.18 3.67
52 20 2 2 0.10 0.10 6.00
53 17 3 3 0.18 0.18 1.00
54 29 3 3 0.10 0.10 7.00
55 11 0 0 0.00 0.00

56 39 3 3 0.08 0.08 4.00
57 20 2 2 0.10 0.10 5.00
58 18 0 0 0.00 0.00

59 28 2 2 0.07 0.07 20.00
60 42 10 6 0.24 0.14 5.20
61 16 3 3 0.19 0.19 4.00
62 23 2 2 0.09 0.09 7.00
63 20 5 4 0.25 0.20 5.00
64 53 6 5 0.11 0.09 4.50
65 35 9 7 0.26 0.20 3.67
66 25 4 3 0.16 0.12 3.50
67 32 4 2 0.13 0.06 0.00
68 14 1 1 0.07 0.07

69 17 4 4 0.24 0.24 0.67
70 28 5 5 0.18 0.18 3.25
71 30 4 3 0.13 0.10 5.50
72 24 6 4 0.25 0.17 3.00
73 32 5 5 0.16 0.16 5.25

*This table shows the sentence number (N), number of words in the sentence (1), number of key
words, i.e. those with frequency >2 and not considered common (k), number of unique key words,
duplicates not counted (kq), key word density (k/n), unique key word density (kq/n), and average
distance between unique key words. The compilation is continued in Table 9.3b.

the sense of the original text. A practical system should consider yet more fac-
tors, such as inverse document frequency Section 1.6.4 and 9.4.2), but we can
see the concepts from these examples.

One problem with automatic abstracts, related to one of the authors by a
member of an IBM team that tested an early system, was that the abstracts were
the same for everyone (i.e., not tailored toward the individual user’s needs). IBM
is, of course, a computer company. It would be no surprise that its library had
acquired documents about computers. People in different parts of the company
would have wanted information about different aspects of computers, and this
method could not provide that. A good modern review of abstracting techniques
is found in (Cleveland and Cleveland, 2001).

9.2.4 Measures of Complete Texts

Statistical measures of text (Yule, 1944) generally characterize a complete
text, on the basis of style rather than subject, and are used for comparing one
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text with another, one author’s work with that of another or earlier works of the
same author, or texts in one natural language with those in another. They are
not used for selecting words or sentences within a text. Some examples are

Type-token ratio, the ratio of the number of different words in a text to
the total number of words, a measure of an author’s vocabulary.

Mean frequency, the inverse of the type-token ratio, showing the average
number of occurrences of words in a text.

Yule characteristic, G.U. Yule (1944, pp. 9-82) was concerned with such
issues as determining authorship or sequence of production of manuscripts. He
worked at a time when computers were not yet available for such applications,
and since full-text statistics were therefore very costly, sampling procedures were
critical. He found that measures such as mean frequency varied with sample size
and statistical procedure; hence, he developed a measure that was characteristic of
a text, but independent of sample size, which he simply called the characteristic.
One definition is (9.1)

2_
K="k

where 6 is the variance of the number of occurrences of words with a given fre-

©9.1)

quency (the number of words occurring once, twice, etc.) and f is the mean fre-
quency of occurrence of words in the sample text.

These measures have not found application in information retrieval but
might conceivably be used to modify word or sentence weights to account for
writing style. If the words selected and their relative frequencies are very differ-
ent between two documents, it is unlikely they were written by the same per-
son at about the same time. These measures also have some potential for
characterizing the behavior of language users, if applied to command language
(Meadow ef al., 1993). Also, a very low type-token ratio may indicate a lack of
focus in a text and a very high value may suggest a narrow focus.

9.3

Command Language for Text Searching

Most current command languages are intended to express binary attrib-
ute-value statements linked by Boolean logic, which we shall henceforth call
Boolean statements . The query statements include words or strings whose pres-
ence in a record are criteria or conditions for selection, or that use membership
in a previously defined set as criteria. Command languages such as these were
once the only means for searching text, but are increasingly being replaced by
natural language query systems or hybrids. At the present state of development
Web site search engines do not usually offer the variety of search commands or
expressions of desired relationships commonly found in the older, specialized
IRS. In Section 9.3.1 — 9.3.3 we survey the more important features of the spe-
cialized systems. Section 9.3.4 describes typical Web search engine features.
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9.3.1 Set Membership Statements

Not unique to text searching, but desirable in this and other forms of
searching, is the ability to state that a record to be selected must already be
a member of a previously formed set. Such statements are not available in all
languages.

9.3.2 Word or String Occurrence Statements

The original and most straightforward type of statement is generically an
attribute-value expression of the form attribute relation value, such as AUTHOR =
THOREAU, H.D. As noted in Sections 7.3.5 and 8.2.4, other variations involve
truncation or universal match or “wild-card” symbols. Different retrieval systems
offer different combinations of these techniques, possibly with still other varia-
tions, although the amount of variation is normally slight. Some systems will use
more elaborate methods of word conflation, such as automatic removal of stems.

9.3.3 Proximity Statements

A proximity expression involves two or more words or strings and an
operator indicating that they must occur within a specified distance of each
other. Distance can be expressed as a maximal number of intervening words
between two given words or a requirement that the query words be in the same
unit of text, such as a sentence, paragraph, or field of a record.

The usages illustrated below are from Dialog and are representative of the
many variations of proximity statements.

ELECTRIC (1W) VEHICLE means that ELECTRIC must precede VEHICLE with
at most one intervening word, therefore permitting ELECTRIC VEHICLE and ELEC-
TRIC PASSENGER VEHICLE but not ELECTRIC BATTERY POWERED VEHICLE.

FOOD (N) FIsH would retrieve either FOOD FISH or FISH FOOD. The letter
N here stands for near and specifies distance irrespective of direction. The lack of
a digit before the N means no intervening words are permitted. FOOD (IN) FISH
would retrieve FOOD FOR FISH, or FISH FOR FOOD.

CAT (S) DOG calls for the two words to be present in the same sentence or
subfield, regardless of distance apart or relative order. What constitutes a sentence
or subfield may vary among databases or search services.

CAT (P) DOG calls for co-occurrence, using the paragraph as a limit.

CAT (F) DOG calls for co-occurrence in the same field or attribute. The
particular field may optionally be indicated, as CAT (F) DOG/TI, which requires
that both words be found in the title of a record or document. If not specified,
then co-occurrence will be sought in any field. If an attribute were state of
prior residence and a particular record contained two values, SOUTH DAKOTA
and NORTH CAROLINA, then SOUTH (F) CAROLINA retrieves the record, but
SOUTH (S) CAROLINA does not, because the two words occur in the same field,
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which might be the array of state names, but not the same subfield (an indi-
vidual state name).

Any of these usages might be combined with truncation or universal or
wild-card symbols, and more than two words might be used in an expression,
for example:

CAT? (IN) DOG will retrieve DOG-EARED CATALOG. (The hyphen in a text
is usually treated as a space.)

AIR (IN) GROUND (W) MISSILE involves three substantive words and will
retrieve both AIR. TO GROUND MISSILE and GROUND TO AIR MISSILE.

The use of such relationship expressions allows a great deal more precision
in searching than merely specifying co-occurrence of words within a record or
attribute, especially when the “attribute” might be a text constituting 90 percent
of the record. Sometimes the relative placement of even very common words
can be highly significant and create distinct meanings, as “right-to-life” or “pro-
choice,” which have very different implications than do the mere co-occurrence,
in one paragraph, of RIGHT and LIFE or PRO and CHOICE.

Proximity searching has a major impact on the composition of an inverted
file. In addition to attribute value and record number, and depending on which
operators are allowed in any given system, the inverted file will have to identify the
attribute in which the value occurs; the paragraph and sentence, or other similar
subdivision, of the attribute; and the word number or position within the attribute.

Using the assumptions of Section 8.2.5, an average inverted-file entry con-
tains 24 bytes, about 10 of which are the word or term. Roughly, we see that
the inverted file may require two to three times as many bytes as a simple list of
the words occurring. Proximity searching is expensive, but users like it, espe-
cially as file sizes continue to grow, creating the demand for techniques giving
finer resolution of retrieved sets. The inverted-file entry can be compacted, i.e.,
encoded in such a way as to reduce the memory space needed. There are many
ways of doing so (Salton, 1989, pp. 114-129), including such simple ones as rep-
resenting all numbers as binary numbers or even representing non-numeric sym-
bols as binary numbers, with a start and end marker to denote strings of such
codes. While compaction reduces storage requirements, it adds to the time it
takes to enter a new record into storage and to interpret a query. Text com-
paction is not commonly used in commercial IRS.

The conditional expressions for set membership, string containment, or
word proximity are not commands. They are elements of commands, means of
stating the conditions under which a command is to be executed. A typical com-
mand actually states the following:

SELECT <lselection conditions> states that a subset of records is to be
formed, which have the characteristics or meet the conditions given in the selec-
tion conditions expression. A number is assigned to the set.

The conditional part of the expression could be one such as this multi-part
statement: (TITLE CONTAINS ‘BIRD’) AND $3 AND (RED (W) WING?). The complete
SELECT command states that: (1) A set of records is to be formed. Complete
records, not just a set of tuples, are implicitly requested because most text-retrieval
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systems deal only with retrieval of full records, (2) Selected records must meet the
conditions that the string (not word) BIRD be present in the title attribute, (3) that
any records selected must already be members of set number 3, and (4) that the
default attribute or attributes must contain the word RED followed by any word
beginning with the string WING.

The various forms of non-Boolean statements, or graphic query represen-
tation in lieu of statements, can be thought of as shorthand notations for highly
complex statements in the traditional Boolean form. For example, the use of a
paragraph of text to describe subject matter can be treated by the IRS as simply
a statement of the form SELECT WORD1 OR WORD2 OR WORD3 . . . . If words
are weighted, or if weights are computed based on word-occurrence frequencies
in the query, these could be used to define a set, just as if there were no weights,
and then to provide a basis for ranking within the set.

The basic set-forming command, whether it is called SELECT, FIND, or
SEARCH, performs virtually the same function in all text-searching systems. In
addition, other commands may operate on existing sets to form subsets of exist-
ing ones. A common command is LIMIT, which creates a subset based on a sin-
gle new criterion, such as LIMIT $3 DATE = 2000:2005, which might mean that
records of set 3 are to be included in a new subset only if the date is in the range
2000-2005. The various IRS have different syntaxes for this command. LIMIT
applies to an existing set, hence does not require recourse to the inverted file. It
could be executed by sequentially searching the records of the indicated set. If
the set is small and the database large this could be a significant time saver.

The contain relationship (Section 7.3.2) can be made into a separate com-
mand, requiring fewer words. For example, in BASIS (http://www.opentext.com/
basis/), SCAN S2 * RED WING’/AB means select a record if it is in s2, and its abstract
contains * RED WING’. No truncation symbol is needed because the characters
within the quotation marks delimit a string, not a pair of words. Here, the space
before RED indicates that the string starts a word, hence that TAPERED WING
would not be retrieved. The absence of a space after WING indicates that RED
WINGED would be acceptable.

The set-forming commands tend to be few in number and simple in concept.
Any complexity tends to occur in the relational expressions that make up the con-
ditional part of the commands. In general, these simple, individual text-searching
methods can work well, but the larger and more diverse the text or the greater the
number of texts to be searched, the less well do they work in the sense of finding
exactly what the user wants. This is because these commands are based upon exac-
titude of statements, and generally are not able to expand on what the user has said.

9.3.4 Web Based Text Search

The techniques covered above are to some extent available in the advanced
mode of most search engines. However, in the regular query boxes of these engines,
terms are entered without operators, and the common basic default operation is the
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conjunction of the sets formed from each term. In most cases, on the very large
‘Web database, this will result in a significantly large retrieval drop of which only a
small portion, say 10 surrogates, will be displayed initially. Normally, some attempt
will be made to organize these surrogates into what has come to be called a rele-
vance order, by which is meant that the system estimates which pages are most
likely to fit the needs of the searcher and places these first. Since the basic search has
probably been done by a binary search probe on inverted index files, the primary
difference in the commercial engines is in coverage, and in their ranking algorithms,
and these tend to be proprietary. However, by observation, and by what published
information is available, it is possible to discuss approaches to ranking.

Some engines use a fast technique to get the first display page in place and
use slower but more sophisticated tools for the remaining organization. The vec-
tor space model, discussed in Section 10.3.1, is likely a very common tool utiliz-
ing weighted terms to produce a ranking. The quick search may simply place the
records containing the intersection of all the entered terms in the query in order
of the sequence in which they were written, thereby giving extra weight to early
entries. It is likely that many engines now incorporate the Web link structure
along with some variant of the term-based vector space model in their ranking
algorithms, perhaps by giving a higher ranking to pages that are the most frequent
target of links from other pages. The number of times a page is accessed by a click
through a link from another page or site may also be used as a ranking value.

Most search engines will allow the entry of phrases, usually delimited by
quotation marks, the search of URLs, and limitation by time. Some allow for
limitation by language of the page retrieved. There is no referencing ability to
previously formed sets.

9.4
Term Weighting

The general idea of term weighting in text searching is to improve the dis-
criminating power of a search term by indicating its relative importance in a
query. Such weights may also be used to rank documents as to their similarity
with a query or another document.

Some IRS that make use of weighting techniques, also assign weights to
index terms for documents, to be stored in the inverted file, or to indicate the
strength of the term’s application to a document in a term-document matrix. It
is, however, possible to create a query which consists of a string of weighted
terms, and a relevance threshold for use with a file where index terms are not
weighted. The presence of such a term in a document, or perhaps its presence
as an anchor term for an in-link to the document, adds the term’s weight to an
accumulator for that document, and if enough terms are present that the sum of
their weights exceeds the threshold, the document is moved to the answer set.
The set can be ranked by the value of the amount by which each document
exceeds the stated threshold. See more on ranking in Chapter 10.
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A series of weighted terms allows the formation of a set or polythetic class.
Such a class is one whose members qualify for membership by any of several sets
of criteria. If there is only a single criterion, the class is called monothetic. In this
case, we have documents that may have any number of any of the terms in a query
and whose weights, when summed, exceed the threshold. Assume the query (A2,
Bl, c1, 01, E5, E3)(T4), where A, . . ., F indicate query terms whose weights are
given by the integers immediately following and T indicates that the following
integer is the threshold value, here 4. Any document containing term E is always
in the class because of its high weight, whatever other terms may be present.
Assuming E is not present, a document with term A is in only if F is also present,
or B, C, and D are also present. A record containing F is also in the retrieval set if
any two of B, C, or D are also present. Angione (1975) has shown that Boolean
expressions may be converted to equivalent weighted expressions of this nature.

Query terms may also, at least in theory, be weighted as to their probabil-
ity of relevance. (Salton and McGill, 1983, p. 98) can be computed as:

_JRe/(frI-Jr )

TermRel, =
! |th|/(|N| —|th|)

9.2)

where | Rt ;|is the number of relevant records in the database that contain term
J» |R| is the total number of relevant documents, | N%| is the number of non-
relevant documents containing term j, and |N| is the number of non-relevant
documents in the database. TermRel; then represents the ratio of the proportion
of relevant to the proportion of non-relevant documents in which the term
occurs. (Salton and McGill, 1983, p. 98, 206).

If, in the course of a retrieval process, additional information on the like-
lihood of relevance is ascertained, these weights can be recomputed.

If term occurrences are assumed to be independent of each other, (a major
and not fully warranted assumption), it is not difficult to determine good decision
rules for selecting relevant documents. This requires a priori knowledge of the
probability of a document being retrieved given its relevance or non-relevance.
We may use the probabilities that terms are assigned to relevant or nonrelevant
documents in order to find these values. In general, it is not easy to generate the
underlying values of TermRel. It would have to be done when the database 1s
compiled or whenever any major changes are made.

The assignment of weights in a Boolean query allows the searcher to indi-
cate the importance of one term over another, and provides a means of ranking
the output of a Boolean search. Consider a database describing available houses in
a real estate office. A user secking to buy a house may wish to search the database
looking for an ideal match with his or her requirements. Factors such as location
and cost may be more important than other factors such as color or the existence
of a garage or fireplace. Such preferences will likely be expressed in a subjective
manner (i.e., “important”, “very important”, “not important”, “would be nice
but not essential”) that would require conversion into numerical weights.
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9.4.1 Indexing with Weights

The simplest application of weights to document indexing is the assign-
ment of binary weights. A term is either assigned to a document (a weight of 1)
or it is not (a weight of 0).

Some database suppliers assign more terms to the documents than can fit in
their printed publications. The terms to be printed are flagged as print terms in the
database. Then, we have three weights for a term: Printed (important), not printed
(not so important, but still an index term), and not selected. These are ternary-
valued weights. Searchers may specify that terms must be tagged or not. A query that
includes the flagged term will have fewer hits, but presumably more relevant ones.

The indexer might also subjectively apply a non-binary weight to a term
assigned to a document, perhaps a value anywhere in the range 0 to 1. If the query
then contains a threshold value for each term the IRS will only send documents
to the answer set where the matched term has an equal or higher weight than that
specified in the query. Most indexers and most searchers find the assignment of
weights to terms to be onerous, subjective, and imprecise. Therefore, weighted
indexing tends to be limited to use in conjunction with automated indexing.

9.4.2 Automated Assignment of Weights

How are weights automatically assigned? A common method is to make
use of inverse document frequency (Salton and McGill, 1983, p. 63). Although called
document frequency, the measure is of term or word frequency, and might also be
called inverse term frequency.

. n
Weight, = Freq, | log, m +1 (9.3)
J

where Weight; is the weight of term j in document i ; Freq; the frequency of
occurrence of term j in document 7; n the number of documents in the database;
and DocFreq; the number of documents in which term j occurs. A term that
occurs with high frequency in a small number of documents is highly significant
to those documents. If it occurred with high frequency in all documents, as does
the word the, it is of no significance.

It is also possible to compute the discrimination value of a term by com-
puting a document similarity measure for all documents in which that term
occurs, and finding the average similarity for the collection. Then remove a term
and recompute the average to show how much that term contributes to the aver-
age similarity. The difference between the average without the term and original
average will indicate the discrimination power of the term and can be used as its
weight. (Salton and McGill, 1983, pp. 66-71) This process requires a great deal
of computation when the database is compiled or modified, prior to retrieval.

Weights are best used with the vector space model of an IRS where a
measure of similarity between a vector of term weights representing a document
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can be compared to a similar vector representing a query. The cosine measure of
the angle between document and query vectors, to be described in Section 9.6.1,
is the most likely choice for similarity.

However, it has also been suggested that these weights can be viewed as
membership functions in fuzzy sets. A fuzzy set is a set whose elements are usu-
ally neither totally in the set nor out of the set (see Section 7.3.4.). This inter-
pretation allows the weights to indicate how much a given document belongs in
the set of documents about a concept represented by a given term.

9.4.3 Improving Weights

Relevance feedback may be used to automatically modify weights. Once
the IRS has a relatively small retrieved set whose members have been evaluated
for relevance by the user, this information can be used to re-compute the
weights. The weights of terms present in relevant documents can be increased,
while those in non-relevant documents can be decreased. After the query’s
weights have been modified, the query could be rerun in hopes of improving
retrieval performance. This method is examined in more detail in Section 11.5.

9.5

Word Association Techniques

One of the most difficult tasks for the searcher is to think of all the words
that an author might have used in a text when writing on a particular subject. It
is, again, compounded by the large number of words in the text, the lack of stan-
dardized meanings, and the authors’ practice of using synonyms and pronouns to
avoid excessive repetition. Words that are used to refer to other words are called
anaphora. These are a great burden for information retrieval because it is so dif-
ficult for a program to determine what word is referred to (Liddy, 1990).

IRS are able to assist searchers to find words associated with the words the
searcher provides. Association may have different meanings in different IRS and
sometimes considerably different costs are involved. Assistance may be provided
in the form of documents or databases showing term relationships (lexicons ) or
automatically by having a program compute relationships or strength of rela-
tionships among words. Automatic term association techniques are particularly
important in processing natural language queries wherein a searcher usually can-
not use such techniques as truncation or demarcation of words that must be
found together. Here are some common methods of word association.

9.5.1 Dictionaries and Thesauri

While a conventional dictionary primarily provides definitions of words,
it may also provide synonyms and antonyms and amplifying examples of use.
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The texts of both the definitions and the examples include words that, while not
synonyms, frequently co-occur with the word being defined. A thesaurus usu-
ally provides lists of words that are related to the entry word and the nature of
the relationship, but no definition of meaning. The nature of the relationship
may vary, although synonyms and antonyms are usually included.

A thesaurus for a controlled language will have a specified set of relation-
ships. The online version of the ERIC Thesaurus of Descriptors was illustrated in
Fig. 7.3. Database-specific thesauri generally use the following relationships in an
entry to describe the entry term:

BT for broader term, one whose meaning contains that of the entry term.

NT for narrower term, one contained in the meaning of the entry term.

RT for related term, but the relationship is not exactly defined. Usually
it identifies Conditional synonyms, i.e., terms that may be synonyms,
depending on context.

UF for used for, which does identify a synonym not used or no longer
used in the controlled language, A controlled language does not (normally)
have exact synonyms.

U for use, the converse of UF, indicating that the entry term is not
now used, but the referred term is to be used instead.

Such a thesaurus can be searched with ease, and it is relatively easy to pro-
gram a computer to augment a query word by copying words related to query
words from the thesaurus. For example, if a query calls for descriptors A and B
and does not yield as many records as the user expects, one step that might be
taken to improve the query is to replace each term with the union of all its
broader and narrower terms in the thesaurus. Recall that thesaurus terms are
descriptors or subject headings, not words in a natural-language text. The the-
saurus relationships may be valid only in a limited context or domain.

Another form of automatic expansion of a query term that has been suc-
cessful is that of exploding a query term that is part of a highly controlled, hierar-
chical language or set of codes for subject headings. In MEDLINE, the phrase
EXPLODE ANALGESICS means to also include in the query all records containing
the term ANALGESICS as well as any narrower terms in the thesaurus.

9.5.2 Mini-Thesauri

In some organizations there are complex concepts that are going to be
used again and again as part of a search. Blair and Maron (1985) studied the use
of an IRS for a case on chemical hazards in factory safety in a law firm that main-
tained the full text of depositions and transcripts of meetings, among other
records. This subject would obviously have many terms not found in a more
general database. These were not indexed in the usual way; great reliance was
placed on searching the full text. The lack of indexing often led to an electronic



9.5 Word Association Techniques 223

document’s not having the words in it that were needed for retrieval. A librar-
ian or professional searcher could have made up a mini-thesaurus of terms likely
to be of importance to lawyers working on a particular case, representing com-
mon usage, technical terminology and slang, and not leaving it to each searcher
to think of all the synonyms and variations for each term. In general, the equiv-
alent of query subroutines can be used. These would be portions of queries that
define certain difficult concepts likely to be used often by searchers in an organ-
ization and that can be included as part of any query. Professional searchers are
more likely than are end users to want to and know how to make these up.

Such a word list (the mini-thesaurus) may be used as a keyword selection
tool, the opposite of a stop list. Any word in the select list may be used as an index
term or assigned a high weight for any document in which it occurs. There is,
of course, a limit to the extent to which slang or generalizations can be antici-
pated and assigned a specific meaning.

9.5.3 Word Co-occurrence Statistics

A promising technique is to compute the frequency of co-occurrence of
every word in every record of the database with every other word. This procedure
does not tell the nature of or meaning of co-occurrence, 1.e., whether frequently co-
occurring words are synonyms, words that together define a term (as in FREEDOM
OF CHOICE) or redundancies in common use (as in CONSENSUS OF OPINION). If
SERVICE occurs often (but not always) with FAULT in the context of TENNIS in a
sports database, then a search for specific information about a particular player’s per-
formance in serving might do well to search for either word, rather than just one of
them. Or, co-occurring words could be added to a query to improve outcome.

The strength of association can be weighted, if weights are used, by also
measuring the distance apart of the two terms at each instance of co-occurrence.
If INDEX and TERM often occur near each other in some document collection,
that indicates a far more likely relationship than if they co-occur but not in close
proximity.

Clearly, maintaining such a table or matrix of co-occurrences uses a good
deal of computer time when adding records to a database, and memory space for
storing the matrix. The same kind of table can be used in set analysis, to show
co-occurrences only within a set and only on request by the user. This does not
bring out words in records not retrieved, but may still suggest words that could
be used in a query to improve the retrieval set.

Some measures related to co-occurrence are

frequency of occurrence, the number of times a term occurs in a text.

probability of occurrence, the relative frequency or raw frequency
divided by total number of terms.

comparative occurrence rate, the ratio of a term’s occurrence rate in
one document or set of documents to that in another.
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word pair co-occurrence rate, the frequency or probability of word
A occurring in same document as word B (or in a specified subset of either).

9.5.4 Stemming and Conflation

Truncation is a useful and economical way to add words to a query that
represent only spelling and form variations. Ideally, a searcher might like those
variations in which the basic meaning is retained, regardless of how much the form
is changed. As a simple example, HALF, HALVE, HALVED, HALVES, and HALVING all
convey a commonality of meaning. Taking only the common stem, HAL, if used
with a truncation symbol, would admit too many unrelated words, such as HAL-
BRED, HALCYON, HALE, and HALL. It would have been better to use a combina-
tion of roots: HALF OR HALV. Conflation is the term meaning to combine different
forms into a single form, here probably HALE. Perhaps the ideal solution for this
would be to command the IRS to CONFLATE HALF or to be assured it will be
done automatically, but not all systems will do this.

Even better would be to have the IRS find the true semantic root of a
term and match it against the semantic root of words in the database. While it
can be done, the process of computing or determining the semantic root, or
stem, of a word, or a standardized form of a word, is not based on any single the-
ory or rule, as shown in Section 4.3.1. It involves applying a series of rules,
recording exceptions, and accepting that very few of the rules will never result
in an error. Stemming can be applied in several ways. One involves stemming
each word on its entry into the database, with both the original form and the
stem entered into the inverted file. A second is to store only the stem or con-
flated term in the inverted file, at a considerable space saving. This method loses
the original term, so it is not possible to search for, say, HALVING only. In a third
case, stemming could be applied to each query term and then to each word in
the inverted index only at the time that file is searched. The first method saves
time; the second saves space. The third leaves the inverted file the length it
would ordinarily be, but allows the advantages of stemming, at a possibly high
execution cost. Yet a fourth approach is to keep the original, for display pur-
poses, as well as the conflated form, for matching.

9.6

Text or Record Association Techniques

Term-association techniques deal with individual words or phrases used in
a query, whether of the command language type or not, and help find other
words that might usefully be included in the query. Now we turn our attention
to methods of relating one complete text with another, rather than individual
words. Command languages tend to use sets of words, perhaps with weights, to
represent the records the query was written to find. They ask for retrieval of
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records that have explicitly stated characteristics. Another form of query presents
a natural-language text and asks for retrieval of records whose text resembles the
query without an explicit definition of resemble. Yet another uses a record that
has been retrieved and asks for others that resemble it, again only implicitly
defined. All have in common that the IRS is required in some way to measure
the extent to which one record is like another.

There are many methods of determining the similarity of one text to
another (Losee, 1990), but in text searching, they are all based on the number of
words co-occurring in the two texts and their respective frequencies of occur-
rence. If text a has 10 words that also occur in text b then the number 10, itself,
is one measure of the strength of association between them. If, additionally, the
frequencies or probabilities of occurrence of the 10 words are similar in value,
then the strength of the relationship may be even stronger, i.e., if they were both
nearly equal and higher than average.

Basically, text or document association measures use word occurrence, not
meaning, to measure the strength of association. Of course, the subject matter of
a text might be represented as a subject classification code and that, in one sense,
conveys meaning. But in the text itself, the occurrence of a word is the basic
event being observed, not the conveyance of meaning.

We shall review four methods of determining document-to-document
relationships. The first is a group of methods that involve computing a similarity
measure. They are applied to two records at a time and are based on frequencies
of word occurrence. Traditionally, similarity measures are based only upon
words in a text, not upon other attributes of the text as its author, subject head-
ing, or cited works which, of course, could well be the basis for similarity in the
user’s mind.

The second method, called clustering, works on a set of records and puts
groups of like records together. The third is called fingerprinting or signature analy-
sis and, like the similarity measure, is a way of comparing a query, or a text in
the database, with representations of stored documents on the basis of co-occur-
rence of sets of words, not discrete, individual words. The fourth is a discriminant
method in which a relatively small number of terms is found in groups of pre-
classified texts, and these are used to determine into which group a new text

should be classed.

9.6.1 Similarity Measures

In a brief example, (Section 7.3.5) we showed that the number of co-
occurring words could serve as a measure of similarity between two texts and
that percentage of co-occurring words would probably better serve the purpose.
More precision can be gained by considering the number in common and the
number not in common. There are several ways to measure how similar two
texts are. They all use the number of terms in common to the two texts, but
other variables that can be used are: the sizes of the documents involved, the
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number of terms nof in common, and weights that may be assigned to the terms.
The use of weights, of course, allows greater importance to be given to co-
occurrence of highly weighted terms, but their use is highly subjective. Note
that similarity measures can be applied to pairs of documents or to a document
and query. Several methods are presented below and are discussed at greater
length in Boyce et al. (1994, 86-88),van Rijsbergen (1979, pp. 38—42), Salton
and McGill (1983, pp. 201-204), and Salton (1989, pp. 313-319).

One way to use the measures is to compute the coefficient of each new
record, as it is added to a database, to each other record. This would entail a high
cost. The coefficient could then be used either to find other texts that are simi-
lar to a retrieved one but did not formally meet some query condition, or to rank
the records of a retrieved set by closeness to the query.

1. Count of terms in common—

DocSim1(D1,D2) = [ D1 D2] (9.4)

This simple formula is not much used because it does not consider how many
terms were involved.

2. Dice’s coefficient—
2|D1N D2

DocSim2(D1,D2) = |D1 U D2|

(9.5)

Here, we divide the first measure by the mean number of terms in the two sets,
(ID1_D2|)/2).

3. Jaccard’s Coefficient—This is similar to Dice’s coefficient but there are
several versions of it in the literature. One (Eq. (9.6a)) divides not by the
mean of the two sets, but by the total number of terms in the two documents.
The other (Eq. (9.6b)) divides by the number of terms nof in common
to them.

|D1N D2

DocSim 361(D1, D2) = m

(9.62)

This 1s the simple ratio of number of terms in common to total number of terms
in the two documents. It is reported in van Rijsbergen (1979, pp. 38—42) and
Teknomo (n.d.) and shows uses outside information science.

|D1N D2

Doc Sim3b(D1,D2) =
oc Sim 3b(D1, D2) |D1[+[D2[~|D1N D2

(9.6b)

This form is the ratio of number of co-occurring terms to non co-occurring
terms. It is found in Salton and McGill (1983, pp. 201-204) and Salton (1989,
pp. 313-319) and Meyer (1998).
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4. The cosine coefficient—This is a frequently used measure. Recalling the
vector model of text representation (Section 3.2.5) this computes the cosine of
the angle between two vectors. The closer the documents are in the sense of
containing a similar set of terms, the larger the cosine. (Remember that the
cosine of an angle of zero degrees is 1 and it then decreases as the angle widens
to its maximum.)

|D1N D2

DocSim4(D1,D2) = |D1|1/3 -|D2|1/2 9.7

There are many variations in how these basic measures can be used. For
example, should they count the number of word tokens or types? Tokens would

Record Term or Attribute Value Number
No. 1 2 3 4 5 6
1 1 0 0 1 0 0
2 1 1 0 1 0 0
3 0 0 1 1 1 1
4 0 1 1 0 0 1
5 1 0 0 1 1 0
6 0 0 1 0 1 0
7 0 1 0 1 0 1
8 1 1 1 0 0 0

Figure 9.3

An attribute matrix for use in clustering. The first step is to form an attribute matrix
showing, for each record, which terms or values are present. Each term or attribute value
is represented by a column and each document, by a row. In any cell, enter a 1 for pres-
ence of the value, 0 for absence.

Record Term or Value No.

No. 1 2 3 4 5 6 7 8
1 1 23 1/5 0 23 0 1/4 1/4
2 1 1/6 1/52/4 0 2/4 2/4
3 1 2/52/5 214 2/5 1/6
4 1 0 1/4 2/4 2/4
5 1 1/4 1/6 1/5
6 1 0 14
7 1 1/5
8 1

Figure 9.4

First similarity matrix. The matrix SM1 is formed by computing the value of SetSim3 for
each record pair. The similarity of any record with itself is always 1. Records 1 and 2 have
two attribute values in common, but 2 has one that is not in 1 record, hence SetSim3 =2/3.
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Record Term or Value No.
No. 1 2 3 4 5 6 7 8
1 1 1 0 0o I O 0 O
2 1 1 0 O 1 0 1 1
3 o 0 I o0 o 1 0 o0
4 o 0 o0 1 0 0 1 1
5 1 1 0 0o I O 0 O
6 o 0 I o0 o I 0 o0
7 o 1 o0 1 0 O 1 0
8 o 1 o0 1 0o O 1 O

Figure 9.5

Second similarity matrix. Elements of this matrix, SM2, show a 1 if the corresponding value
in SM1 was at or above the threshold value of 0.45. In practice, the threshold must be deter-
mined experimentally, by trying various values to see which produces the best results.

Table 9.4

Initial Clusters Formed by Bonner’s Method

Cluster Based on record no. Records contained
1 1,2,5

2 1,2,5,7,8
3 3,6

4 4,7,8

5 1,2,5

6 3,6

7 2,47

8 2,4,8

Note: This is the first set of clusters formed. Note that cluster
number 2 contains all the records found in either cluster 1 or
5, which are identical. Also, numbers 3 and 6 are identical.

give the better sense of similarity but it might be advisable to omit common or stop
words. We might also use phrases or strings of words without regard to syntax.
Choice of a variation would have to depend on experimentation with the particu-
lar collection of documents being used and the interests and querying skill of users.

9.6.2 Clustering

Clustering in IR means the grouping together of records that have similar
attribute values or word frequency distributions. It is not a method of comput-
ing the degree of closeness between two specific records. Once clusters are
formed, it would be possible to do a test to see in which cluster a new docu-
ment would fall, and in that way to find which cluster of records a query best
fits. As with the similarity measures, there are many ways to compute cluster
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membership, but the essence is common to most. It is important to recognize
that clustering is used to group records according to their attributes—it does not
put them into groups according to any predetermined or a priori criteria. Thus,
a cluster in this sense is a polythetic set.

Here is one simple method of clustering, reported by Bonner (1964). It
involves creating a matrix of attributes of the individual records, then a matrix
showing the similarity of records represented in the first matrix. Next, a second sim-
ilarity matrix is computed, and in this, a number of clusters can be detected. Finally,
from the list of candidate clusters, the subset is selected that best fits the needs of the
application. We stress that clustering is a kind of process, not a specific mathematical
technique. There are, again, many different algorithms (Miyamoto, 1990; Salton
and McGill, 1983, pp. 137-140) for producing clusters, varying on characteristics of
the clusters produced and computational resource requirements.

Bonner proposed a measure of similarity between records using SetSim3,
or Jaccard’s coefticient (Eq. (9.7)).

The first step in cluster formation is to form an attribute matrix showing
which terms or attribute values are present for each record. Each term or attrib-
ute value is represented by a column and each document, by a row. In any cell,
enter a 1 for presence of the value, 0 for its absence. An example for a small
number of documents is shown in Fig. 9.3. The first similarity matrix, SM1, is
formed by computing the value of SetSim3 for each record pair as shown in
Fig. 9.4. As an example, record 1 has attributes 1 and 4, and record 2 has 1, 2,
and 4, giving two in common. The SetSim3 value for records 1 and 2 is then
2/(2+3—2) or 2/3.

We now compute SM2 simply by converting to 0 all values in SM1 that
are below some threshold, and those above 0 to 1. The threshold used in this
example is 0.45. In practice, this must be determined experimentally, by trying
various values to see which produces the best results. SM2, using a threshold of
0.45 is shown in Fig. 9.5.

Now, a candidate cluster consists of all records that have a 1 in the same
columns or that have a threshold value of number of 1s in common. The possible
clusters for SM2 are listed in Table 9.4, each set of record numbers being in
numeric order.

From this list select the final clusters by applying the following rules, in
order:

1. Eliminate any duplicate clusters (Cluster 5 duplicates 1, 6 duplicates 3.
The list now contains 1,2,3,4,7,8).

2. Eliminate any clusters wholly containing any remaining clusters (2 con-
tains 1. This leaves 1,3,4,7,8).

3. Eliminate any remaining clusters all of whose members are individually
contained in some other cluster (Cluster 4’s records are all in clusters 7
or 8. On the other hand, clusters 7 and 8 have all their records in 1 or 4.
Eliminating 7 and 8 reduces the overlap among clusters more than does
eliminating cluster 4).
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This leaves us with clusters 1, 3, and 4 containing records 1,2,5; 3,6; and
4,7,8. Conveniently, all members are in only one cluster, and all records are in a
cluster. It will not always work out so conveniently. A threshold value of 0.6 would
have yielded only candidate clusters 1,2,5 and 1,2. The first would have been elim-
inated by rule 2. On the other hand, a much larger number of attributes would
make the process less sensitive to the threshold value. The presumption is that the
records within each cluster formed this way are closely related to each other.

A variant of clustering permits starting with an initial set of records, com-
puting the cluster matrices and then, as new records are added, their relationships
to the existing clusters are computed on arrival. This would reduce the compu-
tational load over recomputing all the matrices each time. However, after a suf-
ficient number of new records, the clusters originally formed might no longer
best represent the grouping of the now enlarged file.

Clustering offers a way to classify documents according to their actual con-
tent and to the actual distribution of contents, rather than according to a predeter-
mined classification scheme. If a query matches one particular cluster well, then all
records in that cluster could be retrieved. This might yield better results than
would manually classifying the query and then retrieving those records that had
been manually classified into the same category. This is because human classifica-
tion 1s actually a fuzzy operation—documents are in classes with certain probabil-
ities and from certain points of view. But if a query matches a cluster based on
actual word occurrences, we are sure that it is reasonably close to the word occur-
rence patterns of all of the records. This does not, however, mean that this form
of clustering should completely replace traditional classification systems. The latter
are fairly well known (or are they?), fairly well documented, and represent a means
of communication between people about documents. Automatically generated
clusters may be different in each library or collection, will have no familiar names
or connotations, and may not serve well for communication between people.
Human classification also permits classification according to meaning or implica-
tion, even if the “right” specific words have not been used.

9.6.3 Signature Matching

A basic dilemma of IR is that a complete text can be lengthy, and if every
word in it is stored in an index, a great deal of memory and search time are
required. If every word is not in the index, then there must be a possibly expen-
sive selection process, called indexing, which runs the risks of omitting impor-
tant terms or including unimportant ones. Reducing the document to a few
attributes and index terms is far more economical initially, but may simply fail to
meet the objectives of the IRS. One compromise is a family of methods that
vastly simplifies the manner of representing words in the index which, in its tra-
ditional form, can be several times larger than the original text.

Instead of storing the complete word in an index, first convert it to a
number. This is done by a process equivalent to hashing (Section 6.4.5). Then,
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Document text: THE QUICK BROWN FOX.

a. Convert each word to a number, by assigning a value letter corresponding to its position
in the alphabet (T=20, H=11, E=5) then adding up the individual values. Hence, THE =
36, QUICK = 61, BROWN = 72, and FOX=45. A bit map of 100 elements can then be as
follows (spaces are for legibility only):

1 1 2 2 3 3 4 4 5
1234567890 1234567890 1234567890 1234567890 1234567890
0000000000 0000000000 0000000000 0000010000 0000100000

5 6 6 7 7 8 8 9 9 10
1234567890 1234567890 1234567890 1234567890 1234567890
0000000000 1000000000 0100000000 0000000000 0000000000

b Convert each word number to binary, whereupon THE=36,, = 0100100,.
The complete document becomes:

010 010 0 (THE)

011 110 1 (QUICK)
100 100 0 (BROWN)
010 110 1 (FOX)

Form the signature by ORing each column separately, i.e., if a 1 appears anywhere in the
column the resultant value is 1, otherwise 0. The outcome of this operation is

111 1101

Figure 9.6

Signature map. Two methods of compiling signatures of a text. The first (a) assigns one
bit to represent each word present in the text, using a numeric value of each letter to rep-
resent the word. This produces a very sparse map. The second (b) starts the same way,
but combines all the word maps into a single map which is economical of storage but may
lose to much information.

rather than storing the record number or address, store only a 0 or 1 in a bit
map, which is a string of bits, one representing each word-equivalent that
might be stored; hence, it would have one bit for each unique hashed out-
come. This bit map becomes the signature of the document, a symbol or attrib-
ute characteristic of the individual record. If there were only, say, 1,000
possible words then the signature is 1,000 bits long and represents every word
of the text. This is illustrated in part a of Fig. 9.6, with a map of 100 bits.
Clearly, the technique is limited if the vocabulary is large and the map small.
As with hashing, more than one word could be encoded with the same value.
For natural language we could have maps of tens of thousands of bits—not too
conservative of space. Remember that news or journal articles, patents, and
the like make use of many proper names, abbreviations, product names,
numerals, etc., so that their number of different symbols may be much greater
than a typical vocabulary.
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A variation is to use a binary hashed value to represent each word, then to
OR these values together, as illustrated in part b of Fig. 9.6, from which it can be
seen that the coding method must not produce too many ones in a code, as we
have done in the figure. This method produces a very compact document repre-
sentation, but with the drawback that representations are not unique. Similar
records will have similar representations, but non-similar documents may also
result in the same representations. The signature method is very fast but has other
drawbacks, which we shall shortly consider (Faloutsos and Christodoulakis, 1984).

If each word is converted by hashing into a number, just as a record key was
in Chapter 6, we have the same need to define precise parameters for hashing and
to deal with collisions. In using hashing as a file-organization technique, a chain of
pointers was set up from one synonym or colliding record to another. In a docu-
ment signature application, this is not done. We simply accept that more than one
word could have produced the same coded value. Here, of course, the fingerprint
is the transformed version of the text, making the analogy to human fingerprints
something less than precise. It is actually closer in concept to the set of minutiae
extracted from a fingerprint. However, the likelihood of exact duplication of the
entire bit map is low, and i.e., probably what leads to adoption of this usage.

The strength of the signature method is that the bit map, whichever
method is used to produce it, 1s compact. The document’s map can be compared
with the query’s map, and the extent of the similarity quickly determined. The
weakness 1s that what is being compared is a set of surrogates for the original
words, and we do not know for sure that the words used in the query were the
same words that produced the matching codes in the document. The more words
in the query, the lower the probability of false drops due to encoding. The encod-
ing process can vary, producing more or fewer possible word-representation
numbers. That is one way to control the formation of signatures. The matching
of two signatures produces a single number, the count of codes in common. The
threshold to determine what constitutes a match can be varied. As an alternative,
the count can be used to rank the documents according to apparent closeness to
the query, thus forming a fuzzy set of matched records.

Regardless of application or precise method of use, the signature-matching
method produces a number of false drops. Any retrieval method can retrieve a
record that has the requested attributes but is not really on the subject the user
wanted. Here, both the requested attributes and the stored attributes have been
encoded non-uniquely so that a match may be made between dissimilar term sur-
rogates. Financially, the method makes sense, because it can be fast and inexpen-
sive. Behaviorally, it is labor intensive because it requires training or assistance to
inure users to false drops and teach them how to respond. This may explain the
lack of commercial acceptance of the technique. While it has not been used in
commercial public-access retrieval systems, it has been proposed for use in office
automation systems for filing and retrieving office documents. These pose the
same problem of storage and retrieval as do any other text documents.

False drops could be reduced by a two-pass system in which records
selected by signature matching are then subjected to another match process based
upon the actual words of the query. The computer time required for this should
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Doc. 1 Doc. 2 Doc. 3 Doc. 4 Doc. 5
terml term2 term3 term4 term5
term6 term6 term6 term6 term6
term7
term8
term9
term10
terml1
term12 term12 term12 term12
term13 term13 term13
term15

Figure 9.7

Finding discriminating words. Words of near-uniform frequency across a collection of
documents are of little value in classifying within the collection. Words that have differ-
ent frequencies in each subdivision are the most helpful. Different words would play this
role at different levels or branches of a hierarchy.

not be excessive unless the average size of sets selected by the first process is very
large.

9.6.4 Discriminant Methods

The basic concept is to choose a limited set of words on which to base the
decision of what other documents or clusters a given document best matches.
The concept was first used with text in conjunction with authorship studies
(Mosteller and Wallace, 1963), in particular one study involving a set of essays,
the Federalist Papers, debating the adoption of the Constitution of the United
States in the late eighteenth century. Some of the essays were signed and some
published anonymously. Word frequency studies were used to determine who
wrote the unsigned papers. The first step was to find a set of discriminator words,
those used with a markedly difterent frequency in documents by difterent known
authors. Again, there was little point in considering words that tend to occur
uniformly across all documents. Since the subject matter was generally the same,
subject words were not necessarily the best discriminator words. Many of those
that were good discriminators were non-subject-bearing words, such as while and
whilst . The semantic difference between these two is essentially nil; their use is
largely a matter of personal style.

The method was used by J.H. Williams (1963), to perform subject classi-
fication of documents. The first step is to manually classify a body of texts, organ-
izing them into classes according to subject matter as determined by the human
classifier. Then, for each term occurring in any of the initially formed classes,
compute a discriminant coefficient

DC = (pC,j _pc,]’) ©.8)

j
Pc,
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where p,; the probability of occurrence of word j in class ¢, p¢; is the mean prob-
ability of term j across all classes.

This measure has a high value for words that occur with probability much
different from the mean. The “common” words should have fairly uniform
probabilities across classes, fall close to the overall mean, and consequently have
low values of D; . Compare the inverse document frequency concept in Eq. (9.2).
An example of its use is shown in Fig. 9.7. Here, we show schematically a set of
documents that are assumed to have been manually classified. Across this set
some words (indicated by bold face) would have fairly uniformly high frequency.
These would serve as the discriminators and are dropped from consideration.

Select instead the set of terms with the highest values of D; . The number
to be selected would have to be empirically determined. Williams used as few as
four terms per class. Since the high-value terms are selected, common words
would drop out in this step. Then compare the probability of occurrence of dis-
criminator words, in a new text to be classified, with the discriminator words and
probabilities for each class. The class that comes closest receives the text, which
could be measured by computing the sums of the deviations of document ps
from the class p or the sums of squares of the deviations.

To group into subclasses, repeat the process within the class selected in the
first iteration. That is, the discriminator words for each subclass within a class will
be different at each hierarchical level. When used for subject classification, the dis-
criminator words for any subclass, at any level, together with the words for supe-
rior classes, should have semantic significance to a human reader. This changing
of discrimnator words at different levels might be used to make automatic
abstracts that are more tailored to individual reader interests, if each potential
reader could identify the node in the hierarchy of interest. The number of sub-
classes it might be possible to use depends on the size of the document collection.

9.7
Other Processes with Words of a Text

In this final section we discuss some processes that could be used in com-
bination with any of the methods of Section 9.5 or 9.6. They are (1) use a dic-
tionary to omit stop words; (2) replace words with their roots or with related
words; or (3) vary the weight or significance of co-occurring words as a function
of their frequency of occurrence.

9.7.1 Stop Words

Since words like the, of, and an are so common in English, it cannot be
considered significant that they occur in any text of more than a few sentences.
These words are frequently consciously omitted from newspaper headlines, but
lengthy texts without them might be ambiguous and difficult to read. Dropping
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common words before computing record association measures would reduce the
cost of almost any of the processes. But what are common words? How is a list
of them compiled?

One answer is that common words are those without inherent meaning or
news value, or without an indication of subject content. The words the, of, an, taken
out of context, tell nothing whatever about the subject of the text in which they
occurred. Words such as whereas and thereunto also carry no subject information, but
they are more likely to occur in the context of a formal legal document, contract,
proclamation, or statute than in a news article or scientific research report; hence,
they may carry some useful information. The word g, without meaning in general,
can be the name of a vitamin. In the health sciences, eliminating the a could mean
loss of an important word. Dialog, attempting uniformity across its many and diverse
databases, uses only nine stop words (Section 9.5), and these are the same for all its
text databases. Fox (1990), by contrast, compiled a list of the most frequently occur-
ring English words, added others, and came up with a list of 278 words.

Another view of a common word is that it is one that occurs often or,
more precisely, occurs frequently in all or nearly all documents at any given level
of hierarchy. This is the definition used in the discriminant method. It changes
the definition of common as non-information-bearing, hence common, to of
uniform usage in all subjects, hence non-information bearing. Conventionally, a
word is not common because it carries no information; now, it carries no infor-
mation because it is common. This is in keeping with Shannon and Weaver
(1949). Common words have a probability nearly 1 of occurring in a document
and a very high probability that they will occur with a fairly uniform high fre-
quency. Therefore, their occurrence at all, or at approximately the expected fre-
quency, conveys little or no information. On the other hand, the words we
would use to indicate subject content have to vary from document to document,
or else all subjects would use the same words.

9.7.2 Replacement of Words with Roots or Associated Words

Instead of using the set of words that actually occur in the documents, it
would be possible to precede the similarity or matching computation with one or
more conflation transformations of the vocabulary, such as the stemming tech-
niques of Chapter 4. One possibility is to replace words with their stems, so as to
reduce the number of different words and raise the number of frequently occur-
ring concepts or, in a sense, raise the signal-to-noise ratio. A second possibility,
which can be used instead of the first or in addition to it, is to add to the word
list in any document other words that word-association methods find to be highly
associated. Adding additional terms related to term ¢ of document d would
increase the probability of matching d with another document that contained
words related to ¢, but did not contain f itself, or contained it only with a low
frequency. These word-replacement techniques are not commonly used with
commercial database systems but are beginning to gain favor.
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9.7.3 Varying Significance as a Function of Frequency

‘We have actually described several variations of this concept, from Luhn’s
use of a dictionary at one end and a low-frequency cut-off at the other, to
Williams’ different evaluation of word significance at different hierarchic levels.
Probably most word- or record-association techniques that use frequency or
probability could use significance instead. What the methods of Williams,
Mosteller and Wallace, and Salton suggest is that word significance, in the statis-
tical sense, 1s unexpected high frequency. Predictable high frequency is not signif-
icant. Discriminator words are those with highest frequency affer words with
uniform or predictably higher frequency in a domain have been eliminated. This
is consistent with all information theoretic principles.

9.7.4 Comments on the Computation of the Strength of
Document Association

The methods of Section 9.6, in one way or another, compute a measure of
association between a query and a text or between two texts, based entirely on the
set of words in each. If the cosine coefficient, for example, represents the “true”
strength of the association at the time a query is presented to the IRS, is the strength
of association the same on the next day? A year later? The answer, in terms of a
computational technique, would have to be yes. If two persons, with similar but not
identical information needs, were to formulate queries with the same terms repre-
sented, would a given document bear the same relationship to both queries? Would
it be equally useful to both persons? Would one person value a set of records the
same today as a year later? The answers, now, seem intuitively to be no.

There are no formal, proven answers to these questions, but when we
consider the human user and his or her information need, the answer seems to
be that all formal measures of association are only approximations, albeit some
may be good ones. They should not be mistakenly taken to be the relationship
approximated. These measures are based on the occurrence of words as tokens,
not on their meaning, intent, truth, or value. Their value lies in enabling an IRS
to bring before a user a likely set of records from which to select those that
answer the need or from which the user can determine how to modify a query
to better answer the need.

‘We shall reintroduce this matter in Chapter 16, when we discuss meas-
urement and evaluation of information retrieval in a larger context.
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. In brief, IR involves finding some desired information in a store of information or a database.
. The term database does not have a generally accepted, precise definition.
. It may be taken as a collection of records where each record is about some one entity and all the records of

the database have some common attributes.

. A library card catalog is a database, as is a newspaper, and the personnel files of a company.

. A broad but useful distinction between types of databases is that some are highly structured.

. This means that the kind of information contained is well defined, as is any coding used to represent it.
. If information on any given subject is to be found, it will be known in advance whether or not it is in

records of the database.

. For example, a database covering inventory of automobiles at a dealership will certainly include type of

engine, various extras, and color of the car, it is unlikely to include day of the week the car was assembled;
there is no point looking for that Information, although it is sometimes mentioned in reviews as important
to the probable reliability of the car.

. At the other extreme, if records of the database are in the form of natural language text, a searcher can never

be sure whether or not the type of information sought is present nor, if present, how it will be represented
or phrased.

. Thus, there are highly structured databases and what are often called unstructured ones, and there are others

in between.

Implicit in IR is the concept of selectivity; to exercise selectivity usually requires that a price be paid in effort,
time, money, or all three.

Information recovery is not the same as IR unless there has been a search and selection process.

Copying a complete disk file is not retrieval in our sense.

‘Watching the news on CNN all day with the viewer exercising no control over what is being shown, once
the channel was selected, is not retrieval in our sense.

A library is the best example of an institution devoted to selective retrieval.

One does not go there to read the entire collection.

One goes to look for something selectively, often something that will satisfy a set of highly individualized
information needs.

We can categorize the types of information retrieval systems as:

Table look-up.

This is the simplest form, so simple that it is not usually included as a type of IR.

It assumes a table sorted on one or more fields.

Searches are done only by looking for a match on a sort key, then, if found, retrieving other fields in the
table.

Looking up a telephone number in a typical telephone directory is an example.

We search by name and retrieve address or phone number.

Search for partial match on a field value.

This, which can be done with many database systems or spread sheet software, allows for a search for a
character string within a field, rather than the entire content of the field.

In an alphabetical telephone directory it could eliminate the troublesome problem of wondering whether
the “vons” or “vanders” come before, or following, the family name, i.e. is it von Trapp or Trapp, von?
Searching the content of a record for a match or partial match on any set of symbols, using boolean algebra to specify the
search criteria.

This is what we commonly do when using traditional or World Wide Web search engines.

IR is a communication process.

In one sense it is a means by which authors or creators of records communicate with readers, but indirectly
and with a possibly long time lag between creation of a message or text and its delivery to the IR system user.
Sometimes the IRS or librarian conducting a search may pass on information about the probable relevance
or value of what is retrieved, thereby adding information to the set of retrieved items.

. The records of a database are created and assembled without knowledge of exactly who will read them, or

under what circumstances.

. The languages and channels of such a communication system are quite different from other well-known

models, such as broadcasting or point-to-point communication.
Is IR a computer activity?

Figure 9.2

Sentences from the text of Section 1.2 in order of appearance. Numeric measures for
these sentences are found in Tables 9.1-9.3.
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36. It is not strictly necessary that it be, but as a practical matter, that is what we usually imply by the term, and
this book is primarily about that usage.

37. The computer system, consisting of both hardware and software, is what we call the information retrieval
system (IRS). The term IRS may include the database, but whether or not it does may depend on the
context in which the expression is used.

38. However, all the important principles of IR apply to purely nonmechanical IR as well.

39. For example, a nonmechanized library functions as a retrieval system, in this case the staff or users are the
instruments of the search and decision making.

40. King Henry II of England, in 1160, rode with his entourage from palace to palace, permanently on tour.

41. Written records had to be carried along.

42. Records, such as memos or letters, were stitched one to the previous one, creating an ever-growing scroll
carried on the backs of mules.

43. It grew so large it was called the Great Roll of the Pipe.

44. A new one was started on the first day of each year (Duggan, 1940, pp. 150-151).

45. We will primarily be discussing interactive TR..

46. Today, this is found in three primary modes: (1) A local system operating in a single computer, in which are
stored both retrieval software and a database, often on CD-ROMs.

47. An example is an encyclopedia, stored on a disk together with its search software.

48. A central service, consisting of a number of databases with usually a single system for searching them,
operated remotely from most users and requiring a telecommunications network for access.

49. This was the primary online mode until the World Wide Web (or Web or WWW) came along.

50. A search engine operating on the Web, which does not have its own databases but finds and searches “sites”
owned by others.

51. A remote retrieval service is operated through the medium of a computer in which the data are stored in
files or databases and in which software interprets users’ requests for information, finds it, and controls its
transmission to the requester.

52. There is relatively little difference between local and remote systems in terms of operation from the user’s
point of view.

53. Both are interactive in that there is almost continuous conversation between the user and the database
computer.

54. There tends to be a big difference between WWW pages whose internal structure may vary considerably
from site to site and the more consistently structured records of conventional databases.

55. Any of them is a long way from King Henry’s pipe.

56. Yet another view of the question of the mechanical nature of information retrieval is that we do not usually
think of library catalogs, printed indexes, or encyclopedias as mechanical aids, but they are, even if they are
older technologies.

57. When first created, they may have seemed as strangely mechanical as today’s computers do to some present-
day information users.

58. An encyclopedia is a collection of relatively small works bundled together with extensive indexes, citations,
and cross references.

59. It is not designed to be read from beginning to end, but to be used as a mechanism for finding articles of
interest, often only after much searching.

60. While the selection of a record from an inventory file or a file of bank depositor accounts can be considered
IR, the term is more commonly applied to the searching of files of text records or records descriptive of text
or graphics.

61. The uncertainty about how the content should be queried underlies much of the activity of IR.

62. When querying is restricted to use of a single search key, such as a part or account number, there is not
much challenge.

63. Blair (1990, p. vii) has stated that the “central problem of Information Retrieval is how to represent docu-
ments for retrieval.”

64. We are inclined to think that this is becoming less true as more and more databases consist of the complete
text of documents, while previously they consisted of index or classification terms that represented the
documents’ content. Blair’s statement is critical for descriptions of graphic images represented as alpha-
numeric codes and values.

65. Not only is the original, natural language of the text being used in the databases, but natural language is
being used, increasingly, as the means of a user’s telling the retrieval system what is wanted.

Figure 9.2 (Continued)
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66.

67.

68.

69.

70.

71.

72.

73.

This is called the query; whether it is oral or written in natural language or any of the many artificial lan-
guages developed for the purpose.

‘While other than Web queries often tend toward complexity, Spink et al. (2001) looked at over a million
Web queries, from over 200,000 users of the Excite engine on September 16, 1997.

They found the mean number of terms per query was between 2.3 and 2.4.

Hence, natural language texts can be searched using just a few words; how successfully is another question.
It appears that the central problem is becoming how to match, compare, or relate the user’s often simplistic
request for information with the texts stored in the database.

As Liddy et al. (1995, p. 106) put it, “[A] successful retrieval system must retrieve on the basis of what
people mean in their query, not just what they say.”

On the other hand, the query might be considered a form of document representation, in that it represents
characteristics of documents to be retrieved.

If so, we can agree with Blair that it is a question of major importance how best to phrase this query, i.e.,
how to represent what we want to find in documents.

Figure 9.2 (Continued)
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10

System-Computed Relevance and Ranking

10.1
The Retrieval Status Value (rsv)

An information retrieval system which will rank and order the records or
their surrogates in a retrieved set needs a mechanism for calculating the closeness of
a match between a user query and a document. The result of this calculation can be
used to determine the order of presentation of members of the set to the searcher.
That is to say, this calculation provides the system’s estimate of the relevance of
the document, and the goal is that this estimate should be strongly correlated to
the user’s judgment of the relevance of the document. The result of this calcula-
tion, the value given to the closeness of the match between the query and the
document, has been called the retrieval status value, or rsv. We use this term
for all its many applications, but it is not universally used in all publications
(Bookstein and Cooper, 1976).

Relevance ranking of this sort has been available to some small extent in
traditional systems, and is the state of the art in Web-based Search Engines
(Sullivan, How Search Engines Rank Web Pages, 2003). However, research on the
techniques involved has been under consideration for some time (Cooper, 1970;
Robertson, 1977).

In a strict Boolean query system, one that specifies attribute values that
must be present if a record is to be selected, each term present in the query or
document could only have a weight of O or 1 and the resulting rsv of a docu-
ment could only have a value of 1 (accept) or 0 (reject) resulting in the tradi-
tional unranked, but assumed relevant, subset of the database. If weighted terms
are used, a document’s rsv, computed from their values, can range anywhere
from O to 1 and is therefore potentially much more useful.

10.2
Ranking

Since the purpose of the rsv is to provide a mechanism for evaluating the
match between a document and a query, it allows the system to rank documents

241
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in descending order on the basis of their rsp. This means that the system can go
down the ranked list and present the user with a complete, ordered list of all doc-
uments that have a positive value of rsv or the top-ranking n documents of the
list, where n can be set by the user. These would be those the system judges most
likely to be deemed relevant by the user. Of course, this is what is called math-
ematically a weak ordering, meaning that ties are allowed. If the rsv is binary
there is no choice but to present all documents that meet the formal require-
ments of the query, an option often frustrating to users. Increasingly, IR systems
are providing relevance ranking options, and on the Web where precise queries
may not be possible and document attributes not explicit, all search engines uti-
lize such rankings.

A difficulty with ranking is that users are not usually told what the system’s
base for the calculation is. Where users have been polled for their reactions, they
seem to like it. Would it make any significant difference if they were told the
basis or given an opportunity to make a contribution to the method, perhaps to
emphasize words occurring in the text, name of the author, or source? There 1s
no research on this question to date although systems exist that give the user the
opportunity to supply terms to be used for ranking separate from those used in
the search, e.g., the AltaVista “Sort By” box. Asking users to make such choices
calls for more involvement on their part, necessitating more knowledge of the
system, something not all users want to invest in. But, it could lead to better
retrieval outcomes.

10.3
Methods of Evaluating the rsv

The specific method of evaluating the rsv depends on the document rep-
resentation model being used. We focus on a few of the common, proven ones.
For many years only binary valued relevance measures were used in information
retrieval, apparently because they are simpler to deal with mathematically. The
case simply cannot be made that they are representative of the way people per-
ceive relevance. We show both binary and multiple valued evaluation forms.

These models all assume that the weight or degree of relevance of a doc-
ument to a term, can be assigned for each term in the index to the document.
In fact, the assumption is normally that it can be computed by algorithm based
upon frequency of occurrence of the term and its location in the document.
These values are then utilized to construct a value indicating each document’s
similarity to a query, its rsv (see Section 9.4 for more detail on term weighting).

10.3.1 The Vector Space Model

The vector space model deals with the positive quadrant of a Cartesian
coordinate system as a space (see Section 3.2.5.). The axes represent the terms of
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the indexing vocabulary. Each text is represented as a vector of | D;| terms. The
number of terms in the entire database vocabulary is | 17|. Each element of the
vector representing a text is a numerical weight in the interval [0,1] or, if only
binary weights are used, O or 1.

A query can also be represented as a vector in that hypercube. The rsv for
a document 1s calculated as the similarity of the query and document, that is to
say as the closeness of the query and the document vectors. This is calculated as
the inverse, in a sense, of the distance between the document and the query in
this space. There are several related means of calculating the inverse of this dis-
tance. First, the vector product is a generalization of the count of the terms in
common calculated as we did in Eq. (9.4). It gives the rsv for document i rela-
tive to query k as

rsv,, = ! NF (10.1)

V)
2‘ | Dtw, Dtw
=1 L Js

where Dfw;; is the weight of the term j in document i, Qfw;, the weight of term
jin query k, | 17| the magnitude of the set of terms or number of words in the
vocabulary, and NF a normalization factor to locate the rsv in the interval [0,1].
If all values are either O or 1, this is a count of the number of terms that are in
both the query and the document in question. Of course, this is problematic in
that we must normalize this expression to take into account the lengths of the
document and the query. This leads directly to the several other possible simi-
larity measures, some of which we discussed in Section 9.6.1. Any of these Dice,
Jaccard, or cosine, or possibly some other formulation, might be used to nor-
malize for document and query length. All will yield a useable rsv for the vector
space model. However, retrieval experiments have led to quite general use of the
cosine version of the rsv.

Some researchers have questioned the desirability of treating the query in
the space of documents (Bollmann-sdora and Raghavan, 1993). Other researchers
have fretted over the idea of treating the terms as orthogonal, i.e., independent
of each other (Salton and McGill, 1983, p. 423). Still others have been concerned,
in this model, with the lack a means of taking into account the Boolean opera-
tors used in a query [(Salton, 1989, pp. 353-361).] For example, if a document
contains terms A and B, should there be a measurable difference in the similarity
of that document to queries calling for A OR B, A AND B, or A NOT B?

The use of the vector space model is common in modern Web-based
search engines. Terms are commonly weighted by their position in the docu-
ment (e.g., words in the HTML title field may receive extra weight), and by
their frequency in the document relative to their frequency in the index as a
whole. In addition to term derived weights, each page may be weighted by a
count of the hyperlinks to it, and this weight modified by the number of times
a page is clicked on for viewing, or bypassed when it appears in a retrieved list
(the so-called “click through count”).
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10.3.2 The Probabilistic Model

The probabilistic model is based on a different treatment of term weights
(Bookstein, 1983). This model views weights as probability statements, enabling
us to rank documents in descending order of the likelihood of relevance, the
probability ranking principle (Robertson, 1977; van Rijsbergen, 1979, p. 113).

The main thrust is to consider a weight, i.e., a value for each term in the
query, based on the likelihood of the document being relevant given that the
term is present in the document. This is denoted as Qfw; . These weights are
then aggregated, usually by adding them together for all query terms found in a
given document. The documents with the highest aggregated weights are then
presented in descending order until some threshold is reached. We, thus, need
to collect all documents which contain any of the query terms (in effect, an OR
search), then assign each a weight which becomes the initial rsv, sort on this
value, and present the list.

Based on statistical decision theory, the following probability statement has
been found to be useful as a probability weight, or term weight, for term j in

query k:
Qtw ., = |Rt’|(|Dl_|Dt;|_|Rk|+|Rt_f|)
(o = re (IR, [R)

where |Rf;| is the number of relevant documents in which the term in question

(10.2)

occurs, | Df| the total number of documents in which the term occurs, |R,| the
total number of relevant documents for query k, and | D| the total number of doc-
uments in, or magnitude of; the database. This is a generalization of Eq. (9.2). Note
that this computation requires that we know the number of documents relevant to
a given query, not readily available information. The rsv for document i relative to
query k is then the sum of these weights, gfu;, for terms in document i, or

=Y, Qo (10.3)

j€QND;

where summation is over all terms contained in both document i and query k.
As should be obvious, this is a feedback model. R and r will be known only after
an initial set of documents has been evaluated for relevance by the user. We can
assume all terms have equal probability of relevance on the initial pass, which
means the disjunction of the query terms.

There are variants of this formula found in the literature. That it assumes
statistical independence for the terms remains a major concern. As a practical
matter, the appearance of one term is likely to affect the probability of appear-
ance of others. This assumption can be avoided, but at the cost of assuming a
given form for the term relationships with regard to the joint probabilities,
which is usually quite complicated mathematically. Another concern is again the
lack of any consideration of the effect of Boolean operators for the query.
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10.3.3 The Extended Boolean Model

The extension of the previous models to incorporate Boolean operators
has added value to those models. The use of fuzzy sets, where a membership
function determines for each document D; of the file D the strength of its asso-
ciation with a given subset of that file, can illustrate how this can be done. Such
sets are termed fuzzy since all documents with a positive weight are in the
retrieved set for each term, but to differing degrees, depending upon the assigned
weight.

1. Fuzzy sets—The first goal is to establish an rsv for each document rel-
ative to one term in the query. In a simple case, if we stipulate that document
D; is related to the concept represented by term A at some level between 0 and
1, say 0.4, which we will call the document weight for that term, and query Q,
requires the concept represented by term A to be present at some level between
0 and 1, say 0.3, we would then consider that document D, was a member of an
answer set QR, for query Q,, since its rsv for the single-term search was 0.4,
which is greater than the required 0.3.

We might define the relationship between the query-term threshold and
the document term weight in many ways. We might (1) assign the document-
term weight as the rsv (as in the example in the previous paragraph), (2) assign
the query-term weight as the rsv, (3) assign their mean or product as the rsv, or
(4) devise a scheme where a new value was generated based upon the amount by
which the document-term weight exceeded the query threshold for that term,
and (5) we might also give a “partial credit” for document-term weights below
the threshold based upon the difference between the two values. Whatever the
scheme be, the result of this operation will be a set of documents for each term
in the query, where the documents in the set will be ranked by an rsv based on
some operation on the query and document weights for that term. Since all doc-
uments in D will be in each set QR,, at some level, these sets collectively could
be viewed as a document-term matrix for the query, incorporating all documents
in the file and all terms in the query. To aggregate the multiple query terms, we
would need to take into consideration the Boolean operations in the query. We
could simply perform normal Boolean operations on the sets formed by the pre-
vious process, but this would lose the rankings available in the sets.

Suppose we have the situation illustrated in Table 10.1, which show two
queries, each calling for a single term, A in Q, and B in Q,. The weights assigned
to these terms in the queries are 0.3 and 0.2, respectively. The retrieval set for
each query consists of a single document. In one, R, A occurs with weight 0.4
and in R, term B occurs with weight 0.5. Then, the result of forming the inter-
section of the two sets is

R;=R, AND R,
LTSV ) (10.4)

sy, = min(rsv,
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Table 10.1

Parameters of Queries®

Query Set Term Query Weight Document weight
Q R, A 0.3 0.4

Q, R, B 0.2 0.5

*Queries Q, and Q, result in retrieval sets QR, and QR,. Each query designates only one term, A or
B, and the weights assigned in the query are 0.3 and 0.2, respectively. The weights assigned to these
terms as they appear in documents are 0.4 and 0.5.

Equation (10.4) holds for each D;. In the illustrated case, min(rsv, ;,rsv; ,) =
min(0.4,0.5) = 0.4. If we were to form the union of the two retrieval sets we
would have

R; =R, OR R,

sy, =max(rsv, ,rsv, ;) (10.5)

and rsv; ; = max(0.4,0.5) = 0.5. All documents in the set D; would be rated in a
similar fashion. For the complement, QR of QR,, 1-rsv; 4 would be utilized, so
that for

R; = NOT R,

rsv, = l-rsv,, (10.6)

for each D; in QR,, where rsv;, is the rsv of document D; in QR;. Since the rsv
of D; in our example was 0.4, 1—0.4 = 0.6 constitutes a ranking value for doc-
ument D; for QR,, the complement of QR,.

Using these definitions, we can create a ranked set of documents for any
Boolean query (Buell, 1985; [Bookstein, 1985;] Kraft and Buell, 1992).

2. P-Norm—In the vector space model, we can simulate Boolean opera-
tions by the use of a similarity measure between a document and query that
incorporates a parameter, P, which is used as an exponent on each document’s
weight for a term and the query’s weight for the same term. For an OR opera-
tion, the product of these weights is then added to a similar formulation for
another document-term weight—query-term weight pair, this sum divided by
the sum of the query-term weights each to the power P, and the whole value
taken to the power 1/P. For an AND operation one minus the document-term
weight is used. The term and document weights of single-term queries whose
products would provide their individual rsv, are thus combined to produce a sin-
gle similarity measure, used as an rsv for the resulting set. A reminder—the
assumption here is that the queries each consist of a single term.

R; =R, OR R,
_ (Dtw f,Qtw f, + Dtw fZQtw SN

1,2
- o (10.7)
(Qtw fy, + Qtw 2,2 v

sV,
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R; =R, AND R,

(1= Dtw/ Qtw )+ (1— Dtw/,Qtw;,))""
INES - — (10.8)
(Qtwm + Qtw 2,2)

where Drw;; is the weight of term j in document i, and Qfw;, the weight of term
jin query k. When the parameter P=1 the rsv are identical whatever the Boolean
operator may be. This is analogous to the cosine measure. When P approaches
infinity the query is not weighted, we get the max and min definitions of the
Boolean AND and OR (Salton, 1989, pp. 353-361). P-norm thus controls by
parameter the strictness of each AND or OR operator, provides a general model
that has as special cases the standard Boolean model with a fuzzy set interpreta-
tion when p is infinity and the vector-space model with inner-product similar-
ity when P is one.

3. Inference networks—In the probabilistic model, we aggregated the doc-
ument-term weights by summing them in Eq. (10.3) to produce an rsv for a
document. If we wish to use Boolean operations to combine individual-term
searches rather than aggregation by summation, we may generate values for
terms using Eq. (10.2) as before. Then the document-term weight dtw, , for
QR (which is also the rsv because this is a single-term search) could be com-
bined with the document-term weight dtw, , for QR, to aggregate the sets by
using the product of the weights for an AND operation and one minus the
product of the reciprocals of the weights for an OR operation. (Turtle and
Croft, 1990):

R; =R, AND R,
rsv = dtw, dtw (10.9)
R,;=R, OR R,
tsv, 3 =1—=(1=Dtw, )(1-Dtw ) (10.10)
These methods allow us to maintain a list of documents ranked by rsv,

while performing Boolean operations on any of the standard non-Boolean infor-
mation retrieval models.

10.4

The rsv in Operational Retrieval

The rsv as a basis for retrieved set ranking has become operationally impor-
tant with the advent of Web-based search engines. Prior to this development the
IRS primarily utilized a Boolean model, and the possibility relevance ranking of
retrieved sets was a less than important option sometimes available. The very
large size of the postings on any term in the index of a Web-based search engine
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has even led on Google and Hotbot to the default use of AND searches of the
entered search terms rather than the more common OR, but the size of the
resulting retrieved sets still argues strongly for a relevance ranking. Yahoo Inc.
claims its database includes 20.8 billion documents and images and Google claims
over 25 billion pages indexed (Liedtke, 2005). While these engines still derive
their speed from the binary search capability of an inverted index file, an rsv is
computed on the retrieved set, normally with some variation on the vector space
model, and used for set ranking.

For a detailed look at the algorithms available to implement these retrieval
models see [Frakes and Baeza-Yates (1992)] or Grossman and Frieder (2004).



11

Search Feedback and Iteration

11.1

Basic Concepts of Feedback and Iteration

Feedback is an engineering term denoting information that is derived from
the output of a process and then used to control the process in the future. A more
formal definition is that feedback returns a portion of some output quantity and
uses it to manipulate an input quantity (McGraw-Hill Encyclopedia of Science and
Technology, 1971). An example is the use of a pressure gauge to feed information
to a control that regulates the amount of heat applied to a water boiler. As the
pressure rises above a safety threshold, the heat level can be decreased by reduc-
ing the input rate of fuel, thereby decreasing subsequent pressure. Should the
pressure fall below a preset level, the heat could be increased to raise the pressure.
Although fairly primitive, this is a fully automatic use of feedback.

If a machine in a factory were grinding ball bearings and these were man-
ually sampled following production, the inspector could suggest adjustments to
the grinding process depending on the average diameter of the bearings relative
to the established standard. While this example is also fairly primitive, it shows
that feedback may be based on decisions made by a human observer and is not
necessarily automatic. It depends on the judgment of the observer as what to
measure and what to do with the information.

Iteration means to repeat or do again. In mathematics, it refers to a proce-
dure in which a process is repeated with input varying on the basis of the previ-
ous trial, until some basis for stopping is reached, typically that the current result
differs by a negligible amount from the previous result. Long division is the first
example many of us encounter. The divisor is divided into a portion of the div-
idend repeatedly, each time changing the portion used, until digits in the quotient
are seen to repeat endlessly (as in dividing 16 by 3), or reach a zero remainder, or
until no more accuracy is needed (the remainder of the most recent iteration is
only negligibly different from the previous one). In searching, iteration means to
repeat the query-retrieve-browse-evaluate process, modifying the query each
time, until some identifiable goal is reached. The goal might be a set of a given
size, a certain number or proportion of highly valued records retrieved, or some

249
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specific information found. The information used to make the decision whether
to iterate again and, if so, what adjustments to make, comes from feedback. There
are some conventions in searching, but few well-established forms of feedback.

Many of the ideas about feedback were developed before Web search
engines came into use and, even at that time, the major effect of feedback was
on the ranking of the retrieved set. When retrieval systems did not rank the
records in a retrieved set, the user was faced with having to browse a large num-
ber of items or making a decision on a small sample or, as just noted, on the basis
of set size alone. While ranking by an IRS cannot put records in order accord-
ing to the searcher’s own concepts of relevance, they do generally help and
searchers can be reasonably sure, but not positive, that the items likely to be of
most interest are going to be near the top. Hence, once again, we begin with a
discussion of feedback and iteration based mainly on unranked output, and then
consider ranked output.

While thoughtful people might prefer that the decision be made on the
content of records, not their number, the temptation to decide on another itera-
tion based on set size, alone, is there and can be hard to resist. The typical
sequence might be that the user defines a set, checks the number of records and,
if too large, immediately revises the definition to create another set. If the num-
ber retrieved is, say, 35,000, this seems a reasonable basis for decision making. In
Web searching, sets numbering more than a million records are not uncommon.
Even if such a set were to contain all the records the user wanted, finding them
among thousands of unwanted ones could be a formidable job, so why not set
about reducing the set immediately? This can be done using features such as the
advanced search mode, available with some search engines, which normally pro-
vides features like those in traditional IRS. However, this is not a common prac-
tice among untrained searchers. Instead they look at the first, and sometimes the
second, display screen, perhaps 10-20 surrogate records, and view in detail what-
ever looks best. This puts a high priority on the initial ordering of the retrieved
set so that highly relevant page descriptions appear in the first display.

Whether one reduces the retrieved set to about 20 documents by creating
subsequent sets or simply by only looking at the first two screens of 10 docu-
ments, there is the temptation to quit, feeling that this is a good number, even
if only a few of them are ultimately useful. The point now is that this set is small
enough to permit the user to browse through a reasonable number of its records
and to make the continuation decision on the basis of content. The decision on
whether or not to perform another iteration seems to be based on an assessment
of how much work remains to be done by the searcher to reach a satisfactory
result. Feedback can help in such situations by pointing out terms that caused
excessively large or small sets, and by noting the absence of browsing if users
show a tendency to make decisions without looking at a “reasonable” number
(obviously a subjective value) of retrieved records, probably therefore basing the
decision on set size, alone.

Experienced searchers or teachers of searching usually assume that a data-
base search involving text is going to be repeated with modifications until some
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desired and recognizable outcome is achieved or a threshold, perhaps of elapsed
time or cost, is crossed. Some patterns of command usage or of retrieved set sizes
occur frequently in the performance of searches, and these can be used as the
basis both for planning and feedback.

11.2

Command Sequences

Several research studies have shown (Penniman, 1975a, 1975b; Chapman,
1981; Meadow et al., 1985) that searchers of bibliographic text databases tend to
employ a sequence of cycles, each of which in turn consists of a sequence of com-
mands or menu choices. More is known about the commands that make up a
cycle than about the sequence of cycles. Because commands are so specific, it is
usually clear what a command was intended to accomplish, but a cycle is more
at the strategic level and its exact objective is rarely clear.

The typical cycle begins with the selection of a database or in the Web
environment a search engine. This is followed by exploration of individual
terms—Ilooking them up in the inverted file or thesaurus with the objective of
deciding which terms to use in a query, or if such aids are unavailable simply
choosing terms that seem likely candidates to the searcher. Once terms are cho-
sen, sets are formed, using attribute-value expressions. This may also be thought
of as probing the database for combinations of terms. Only after sets are formed
can browsing of records be done to evaluate the records and look for new terms
or logical combinations to try in a revised query. At sometime during browsing,
a decision is made whether to stop the search or to revise the query and try again.
Finally, when the results seem satisfactory, some or all of the retrieved records
are printed, otherwise displayed, or set aside, and any placing of orders for or
printing of documents is done.

Each major function may have more than one command as a part of it. For
example, there may be several different set-forming commands or different
modes of displaying records for browsing. Penniman and Dominick (1980)
investigated the sequence of commands, grouped these by function, and sug-
gested that a searcher is in a particular state when using any of the commands that
are associated with a given function. Chapman (1981) investigated the sequence
of states. Both found repeated patterns and were able to distinguish between
groups of searchers with different characteristics on the basis of the patterns of
command or state sequences they used. The following is a typical list of functions
by state.

1. File or database selection. Opening or designating the databases to be
searched;

2. Term search or browsing in dictionary, thesaurus, or inverted file. Looking up
individual terms to see how often they occur and what related terms may be
found;
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3. Record search or set formation. Selecting those records that exist in the
main file and meet search criteria, then creating a new set for them;

4. Record display and browsing. Calling up records of the set for perusal by
the searcher;

5. Document acquisition. Ordering the printing of records or ordering hard-
copy documents;

6. Requests for information about the retrieval system. R equesting information
on commands, database contents, or prices (i.e. help);

7. Establishing display or communications parameters. Setting page or display
line widths, page lengths, telephone numbers of networks, etc.

Other functions, such as reading news from the search service, asking
about accumulated costs, or asking for help in understanding the use of a com-
mand, do not necessarily occur in any established order and often are not used
at all. They do not seem to play a role in the logical structure of a search.

If certain patterns occur regularly, this information can be used in the
design of systems and in the training of searchers. Of particular importance in this
chapter 1s that the regularity of these patterns allows designers to plan the feed-
back that users need in their progression through a series of states.

11.3

Information Available as Feedback

Listed below are the kinds of information available, classified by state, as
listed in Section 11.2. Some types of information are a direct outcome of a spe-
cific command, while others result from a cumulation of command results. In
each section, we will cover first the feedback information and procedures avail-
able in traditional Information Retrieval Systems, followed by a discussion of the
sort of feedback information available for that state with Web search engines.

11.3.1 File or Database Selection

From this state the searcher can receive confirmation of the database
selected and summary information about it, such as the date range of its records
or number of records contained, or the price. The pricing methods used might
be provided to the user but rarely are. It may seem that feeding back the name
of the database in use should not be necessary, but as a user moves from one to
another, it is possible to forget and to use attribute names and values pertaining
to the wrong database. This form of feedback, then, is not so much for positive
control as for avoidance of error.

Since the Web is one very large database, specific file information is not
provided by Web search engines. Google, and other engines provide feedback on
a search as to the file format of pages in the hit list. This is useful since the pages
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may be in formats other than HTML and thus accessible only to a user that has
the software to read them. The file format is usually indicated with blue text in
brackets (e.g., PDF) in front of the page’s title. The name of file format may also
appear just below the title (e.g., “PDF/Adobe Portable Document Format”). In
order to search only for particular file types, one accesses the Google Advanced
Search page, and utilizes a drop-down menu to restrict a search to the most com-
mon file types. Another method is to type “filetype:***” as part of the query.
This will limit results to files ending in whatever letters replace the “***”_; FILE-
TYPE:PDF yields only sites of type PDF.

11.3.2 Term Search or Browsing

A wealth of information is potentially available from commands or actions
in this category. At minimum, the user can see a list of attribute values close to
the value keyed in, based on alphanumeric sequence. An example is shown in
Fig. 11.1. Commonly, such a display will also show the number of records con-
taining each value, and there may be an option to show the attributes in which
the value occurs. In a large database, a value of zero for number of occurrences
often means that the word was mis-typed. Users, especially beginners, often miss
this message and may attempt to form sets using non-existent term values. The
second part of the illustration shows the result of asking for a search for RELE-
VANCE as a tagged attribute, which does not exist in the database being searched.
The result is a confusing message.

If there is a thesaurus, its contents are usually displayed in addition to the
information listed above. General purpose thesauri are rarely found in an IRS.
Thesauri tend to show the relationships only among terms of a controlled lan-
guage which, in turn, is likely to be specific to a database or industry. If, for
example, one is interested in the effect on family life of an influenza epidemic,
it is unlikely that a sociological database will show the various types of influenza
as part of its controlled language. But, in a medical thesaurus, the searcher could
learn that there are many types of influenza and that it is appropriate to identify
which one is being searched for. Much valuable information can be gained from
inspecting the terms, related to the original query terms used by the database
producer.

Web search engines do not normally supply feedback on term postings in
their indices or information on controlled vocabularies, since they are rarely
available. There are hierarchical directories that can be used in conjunction with
these search engines. The Open Directory, a volunteer-based cooperative effort
to catalog the Web, is the most widely distributed database of Web content clas-
sified by humans and does provide postings for its individual categories
(http://dmoz.org/about.html). Yahoo! and LookSmart maintain separate direc-
tories developed and managed by small paid staffs. One can enter a directory
from any of several search engines, select a category at any level, and then run a
search within that category only, rather than over the whole Web.
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EXPAND RELEVANCE

Ref Ttems RT Index-Term

E1 1 RELETTING

E2 1 RELEVA

E3 17058 *RELEVANCE

E4 14 RELEVANCE (CULTURAL)
E5 5 RELEVANCE (EDUCATION)

EXPAND TI=RELEVANCE

Ref Items RT Index-Term
E1l 1 TA=TEACHING RESEARCHERS
E2 1 TA=TEACHING STUDENTS
E3 0 *RELEVANCE
E4 49 UD=DIGEST00Q1
E5 56 UD=DIGEST00Q2
Figure 11.1

Feedback from a term search. The first command shows what happened when the word
RELEVANCE was searched in the index. Since no attribute was identified, the basic index
was assumed, and a listing of eight terms was requested. We see that RELEVANCE occurred
447 times, and we can see several words that are close in spelling and probably also in
meaning, with their occurrence rates. We can also see at least one clear misspelling
(RELEIVING). The second command asked for RELEVANCE as a term in a title, but title does
not have a separate index associated with it. Hence, the display seems meaningless.
Actually, it shows the end of the list of terms in the sp attribute and the beginning of those
for UD. It would have been better if the system fed back a message like, “There is no such
term,” or “There is no such index.”

11.3.3 Record Search and Set Formation

‘What cannot be learned from term browsing is how two or more terms
may co-occur in records. To find this information, it is necessary to form sets.
The feedback from a set-forming command includes a set number and size.
Fig. 11.2 shows the results of a set-forming command in Dialog. Not only is the
size of the final set displayed, but the occurrence frequencies for each term are
displayed. This gives users a sense of which term might be causing trouble due
to excessive or minimal numbers of occurrences. Users should be aware of the
danger of forming combinations of terms with excessively small or large num-
bers of associated records. The former, in combination, are likely to yield null
sets. The latter may contribute little to the final set, and serve only to obscure
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SS ONLINE AND (DATABASE OR FILE)

Set Term Searched Items

St ONLINE 15957 Display

S2 DATABASE 7792 Display

S3 FILE 4125 Display

S4 ONLINE AND 2451 Display
(DATABASE OR FILE)

Figure 11.2

The SELECT command. Feedback from this command for information about ONLINE
AND (DATABASE OR FILE) gives the number of records containing each of the three indi-
vidual search terms and the number containing the Boolean combination specified. These
data can be used to decide upon subsequent versions of a query.

the picture. For example, suppose a search is to be conducted on hashing
functions and signature analysis and their eftect on IRS performance. This could
be expressed as HASHING (W) FUNCTIONS AND SIGNATURE (W) ANALYSIS AND
INFORMATION (W) RETRIEVAL (W) SYSTEMS, but these are three very specific,
limiting facets. Minor variations in wording could lead to missing useful records.
Alternatively, (EFFECT? OR PERFORMANCE) AND (HASHING OR SIGNATURE) AND
RETRIEVAL uses terms so broad the searcher could be deluged. A middle approach
as simple as HASH? AND SIGNATURE? could be highly eftective, or at least a good
starting point. If the feedback includes the number of hits for each constituent
term of a command or query, it might be possible to see what led to a null or
overly large result.

There is a common tendency among users to assume that a number of hits
in the range of about 10 to 50 is “right,” without considering what is in the set
(Bates, 1984). A searcher might be discouraged by finding several thousand hits,
but this might only imply that another facet should be added to the query, per-
haps merely a date restriction. Similarly, a null set may result from one too many
required conditions, easily removed once the circumstance is recognized. The
attribute set size is a useful number, but it does not equate to set quality. Set
analysis, giving the searcher a statistical picture of what was retrieved, might be
of great value at this point.

With Web search engines the mean number of queries per session is
between 2 and 3 and mean terms per query is between 2.3 and 2.4 (Spink et al.,
Searching the Web, 2000). It is clear that a great deal of feedback generated inter-
action does not take place. The search engine will normally report the size of the
retrieved set, but not normally of the size of the sets formed by component
terms, and will then display a set number of record surrogates from the top of
the list in an order created by a proprietary algorithm.

Often a feedback feature is provided that allows the choice of a displayed
surrogate to be used as a new query in order to supply more records similar to
that chosen.
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11.3.4 Record Display and Browsing

The real meat of search feedback comes here. The user sees the content of
retrieved records, as in Fig. 11.3, and should be able to answer some of these
questions:

Does the record satisfy the need for information?

Does the set of records, collectively, satisfy the need?

Is there information in the records that suggests query values that might
better not be used, e.g., a synonym that has too broad a meaning or too
many meanings?

type sl/full/3 tag

57/ 3
AN - 2852877
VN - D8918

RE - ED-303 163

TI - ANNUAL REVIEW OF OCLC (ONLINE COMPUTER LIBRARY CENTER)
RESEARCH, JUNE 1987-JUNE 1988.

CS - OCLC ONLINE COMPUTER LIBRARY CENTER, INC., DUBLIN, OH.;
076139000PU - 1988; 89P; AVAILABLE FROM ERIC DOCUMENT
REPRODUCTION SERVICE (COMPUTER MICROFILM INTERNATIONAL
CORPORATION), 3900 WHEELER AVE., ALEXANDRIA, VA 22304-5110;
FOR THE 1985-86 REVIEW, SEE ED 278 397; NOT AVAILABLE NTIS

LA - English

CC - 88A

DE - *BIBLIOGRAPHIC UTILITIES; *INFORMATION RETRIEVAL;
*MANAGEMENT INFORMATION SYSTEMS; *MAN MACHINE SYSTEMS;
*RESEARCH AND DEVELOPMENT CENTERS; *RESEARCH PROJECTS;
ADVISORY COMMITTEES; ANNUAL REPORTS; DATABASE MANAGEMENT
SYSTEMS; INFORMATION SCIENCE; LIBRARY STATISTICS; PROGRAM
DESCRIPTIONS; UNION CATALOGS; USER NEEDS (INFORMATION) ;
BIBLIOGRAPHIES; FULL TEXT SEARCHING; *OCLC; NTISHEWERI

AB - THE PROJECTS REVIEWED IN THIS ANNUAL REPORT OF THE ONLINE
COMPUTER LIBRARY CENTER, INC. (OCLC) FOCUS ON FOUR STRATEGIC
AREAS: (1) ENHANCING THE USE OF THE OCLC ONLINE UNION
CATALOG; (2) INVESTIGATING FULL DOCUMENT STORAGE, RETRIEVAL,
AND PRESENTATION; (3) STRENGTHENING THE INTERFACE BETWEEN
PATRON AND SYSTEM; AND (4) PROVIDING STATISTICAL INFORMATION
FOR IMPROVED DATABASE MANAGEMENT. INTRODUCTORY MATERIALS
INCLUDE BRIEF STATEMENTS BY INDIVIDUAL MEMBERS OF THE
RESEARCH ADVISORY COMMITTEE AND AN OVERVIEW OF THE OCLC
RESEARCH PROGRAM.

Figure 11.3

A portion of a record printed out while browsing. This is a record that resulted from the
command of Figure 11.2. The user can see the formal subject headings (here called
descriptors) and can select those that might lead to other, related records. The user may
also see very specific phrases or sets of words, such as “interface between patron and sys-
tem,” that can be a clue to better retrieval on the next try. The use of TAG in the com-
mand is what results in this form of display, with each attribute identified.



11.3 Information Available as Feedback 257

Does information in the records suggest values that were not used, but
might have been, such as a subject heading that occurs in most highly valued
records, but was not part of the query?

Is there information that suggests changes in query values or logic, such as
over-restrictive dates or author logic (requiring, say, two names to be co-authors,
rather than accepting either one of them), use of AND instead of OR (or vice versa)
or improper use of NOT?

Such information, in a sense, is always there if the searcher knows how to
look for and use it. Relatively rarely do IRS explicitly bring it to the attention
of the searcher.

While logic changes are not the norm in Web search engine queries, the
other questions apply here as well. Moreover, display of a Web page gives the
searcher access to the hyperlinks available on that page. Thus the search can con-
tinue based upon the links in any record chosen.

11.3.5 Record Acquisition

We could look at three types of retrieval and browsing as an ordered
sequence: term search and browsing, set search and browsing, and document
search and browsing. The first gives preliminary information, used to decide
how to express an information need as a query. Following the creation of the
first of a series of sets, the set size provides some useful information, but exam-
ining the content provides even more. Document browsing differs from set
browsing only when the database consists of surrogates, rather than the original
texts. In a non-bibliographic system, this middle level might not exist; the search
would go from a term index directly to the ultimate information-bearing
records. In using a bibliographic system, obtaining the ultimate information-
bearing terms—the articles or books—might take days because it normally
means going outside the IRS to a library or other document source. Procuring
the documents, reading them, and then deciding whether the query results sat-
isfied the information need is an extension of the concept of browsing and may
be a necessary part of the process.

On the Web, sites identified in the drop are normally available simply
by clicking on the surrogate record. This may not be so if the site has been
removed since the search engine’s crawler created the index, but the assump-
tion is that a surrogate in the drop reflects an actually available record. Thus,
a browsing of the Web document itself is normally the ultimate test of its
relevance.

11.3.6 Requests for Information About the Retrieval System
The most obvious form of feedback is that given in response to a direct

question. Almost all retrieval systems have some form of help, typically providing
specifics on the use of commands or other system features, upon a user request
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for that information. Rarely, a system attempts to answer what are probably the
ultimate user questions: What is happening here? How did I get here? What
should I do now? To answer the last question would require that the system
understand the user’s objectives and basis for evaluation and be able to make its
own evaluations accordingly. The first two questions, however, can be answered
by a computer by interpreting the sequence of commands and their results.
Ability to do so is included in some definitions of a modern expert system, one
that can explain its own actions. (Forsyth, 1984)

At this point, it is important to note that information about how a user
reached a given point in a search can be of great value in planning future actions
and also to note that users do not always understand the situation they are in.
For example, a user may have a well-formed information need but be unclear
in what form the information retrieved will be, and possibly be surprised if it 1s
text rather than numbers, or references rather than the entities referred to.
Confusion at this level would hardly be expected of a professional searcher,
but is possible when the searcher is inexperienced and using a database for the
first time.

‘Web-based search engines normally have some explanation of their work-
ings available; e.g., Google’s Help Center, and AltaVista’s Special search terms
page and Help page which are accessible by clicking on more and help from its
advanced search page.

11.3.7 Establishing Communications Parameters

Perhaps the most frustrating of all outcomes of a search is total failure even
to reach the search service or appropriate local software because of a defect in
password, Web URL, telephone, or set-up of the operating system. There is not
normally any way for the computer system to know what was attempted, espe-
cially if the IRS (or other applications software) has not yet been reached.
Hence, there is little if any feedback related to this problem, because the system
has so little information to go on.

11.3.8 Trends Over Sequences and Cycles

Most of the feedback variables discussed so far have been individual or per-
taining to the status of the search at a particular time. Another class of feedback
variables provides summary data as to what has transpired over a series of search
cycles, which can give the searcher clues as to not only what to do next in a
search but also how to improve the entire approach to searching. Here are some
examples of variables that are possible for a system to provide.

1. Frequencies—The number or percentage of terms with very low or very
high numbers of hits, per cycle, showing any fendency to use overly general,
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overly specific, or non-existent terms in a search. Single instances are not criti-
cal, but repeated use of unsuccessful terms can be.

2. Number of records examined per cycle—When browsing there may be a
tendency to look at too few or too many. Does the searcher make hasty deci-
sions or spend too much time on overly large samples?

3. Evaluation of records viewed—Sometimes searchers, especially novices, are
unsure when to quit a search. Because the usual result is neither perfection nor
nothing, it is a matter of judgment when a good enough result is obtained. This
technique of stopping a search when the user judges that sufficient information
has been obtained, despite the likely availability of more relevant material, has
come to be known as satisfying (“. . . methods that look for good or satisfying
solutions instead of optimal ones . . .”) (Simons, 1981, p. 138). Being reminded
of results of previous cycles can help decide whether more cycles are likely to be
useful.

4. Query complexity—This can be measured by the number of facets (indi-
vidual terms or combinations) or number of Boolean operations or of equiva-
lence statements. While there are no established values, very small sets will
result from too few or too many terms or combinations of terms intersected,
and very large sets, from too few facets. If either of these occurs with any reg-
ularity, it is likely to lead to user frustration. A related measure is that of the
sequence of set sizes that result from each cycle—are they consistently too large
or too small?

11.4
Adjustments in the Search

The general approach to online searching by experienced searchers or
instructors is to use a series of cycles: probes for terms, set formations, brows-
ing, and revision, and then repetition of these steps. During each cycle there
should be enough feedback to give the searcher a basis for undertaking the next
cycle and, ideally, the searcher should have some concept of what would end
the process. In one particular situation, the single cycle used to be the standard.
In a library that payed for its patron’s searches it might be deemed too expen-
sive to conduct multiple cycles on their behalf. However, most libraries pro-
viding such a service today will have a subscription agreement with a vendor
that is not based on individual user connect time, and thus allows the user free
reign.

The kinds of adjustments that can be made, based on information received
from an earlier cycle, are discussed below. Changes are always made subject to
some constraints, most commonly time or cost or final set size (if, e.g., an end
user wanted only three items, or insisted on everything).

Here, we review the specific kinds of steps or actions that can be taken in
terms of immediate goals. In Chapter 13, we shall consider the broader subject
of overall strategy used in planning and executing a search.
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11.4.1 Improve Term Selection

When records are retrieved, a searcher can notice the attribute values that
occur in relevant records as well as values that do not occur in irrelevant records.
This information could be, but rarely is, provided by the IRS; the user must usu-
ally find it unaided. Look for variations in spelling and usage. Look for synonyms
not previously used. Avoid use of values that occur in most records (e.g., ENERGY
in an energy database, STUDENT in an educational database, HYPOTHESIS or RESULT
in a database concerned with any experimental or statistically based science).

11.4.2 Improve Set Formation Logic

Inexperienced searchers sometimes make errors in the use of Boolean
operators, such as using AND when OR is more appropriate, which makes the
search needlessly restrictive. Another is a tendency to write into a query expres-
sion everything that is wanted in retrieved records, rather than only enough
information to retrieve a reasonable size set containing the information wanted.
An ill-conceived query makes it difficult for a computer to provide meaningful
feedback, but users should always be aware of the possible need to restructure
the query.

11.4.3 Improve Final Set Size

This objective is meaningful to most searchers, especially since it has a
direct bearing on time and cost. While they may not start with a realistic goal, it
becomes quickly apparent that something must be done if 3,000 records are
retrieved without relevance ranking. Similarly, if the search is for an extensive
bibliography, and only three items are retrieved, revision is clearly indicated.
Good instruction should convince users that size and content must be balanced.
Set size should become the primary concern only affer reasonable content goals
are achieved.

11.4.4 Improve Precision, Recall, or Total Utility

Precision and recall measure, respectively, the proportion of relevant
records among all those retrieved and the proportion retrieved of all those in the
database. These will be discussed in more detail in Section 16.3. It is our belief
that few searchers set out with an explicit goal for a certain level of precision.
They may do so with respect to recall if working in a field in which a truly
exhaustive search is necessary, patent searching being the usual example here. An
intermediary is more likely than an end user to be concerned if the precision is
low, because lack of precision may appear to reflect on the performance of the
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intermediary, irrespective of the user’s own satisfaction with the information
retrieved. We have no measure of total utility, about which more will be said in
Chapter 16. Unless there is a large number of records, end users probably only
care about the value of the “good” records, not the number of “bad” ones. An
intermediary may feel that high precision should be delivered as a matter of pro-
fessional pride.

11.5
Feedback from User to System

As IRS become more intelligent, it becomes as meaningful for a user to
provide feedback to the system, which can use this information to control its
own actions, as for the system to provide feedback to the user. We are approach-
ing a condition anticipated many years ago by J.C.R. Licklider (1960), which
he called man-machine symbiosis, indicating two organisms working together in
mutual dependency, to solve a problem, each contributing what it does best.

In a sense, after the search has started, any command given by a user to a
computer can be considered feedback. But unless the computer at least shares
control of the process or a major part of it, using the commands only for adjust-
ment, the point is moot. Early retrieval systems were designed so that the user
was in complete control, and feedback went to him or her. More modern sys-
tems have the system to take an ever greater degree of control and, in doing so,
become more dependent on receiving feedback from the user.

Salton and McGill (1983, pp. 236—240) proposed the concept of relevance
feedback. After a user has retrieved a set of records, some subset of them is eval-
uated by the user. The subject terms in highly rated records can be extracted,
assigned a high weight, and used in an automatically revised query for the next
iteration. Conversely, query terms that appear often in low-rated records might
be reduced in weight for the next iteration (add ref. back to chapters 8,9).

Salton and McGill described how a query can be modified. The query is
a vector of veights for each term in the vocabulary. Once an initial query has
been tried, it can be revised based on the contents of those retrieved documents
deemed relevant by the user who submitted the original query. The modified
query can then be used to search for additional, or different relevant documents.

The formula used can also be seen in some of the pattern recognition algo-
rithms now available. In effect, it moves the query in the vector space closer to
the relevant documents and further away from the non-relevant ones. “Closer”
is in the sense of the angle between vectors. Thus, the new query will tend to
retrieve the relevant documents and those documents that are similar to them
while tending not to retrieve the non-relevant documents and those similar
to them.

t

2n

We can represent the original query as Q =1, . . . ,f, where ¢, is term
weight. Initially, the weights might be binary, zero or one. We want to trans-

form this vector into a new one where the weights are based upon weights of
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words that occurred in documents deemed relevant or non-relevant after the ini-
tial query. A document or text is also represented as a set of weights applied to
each possible term. Hence, a document D; is represented as t,, . . . ,t,. These
weights might have been assigned by an indexer or computed based upon fre-
quency of occurrence or related variables. Those documents in the retrieval set
that were evaluated by the user are assigned either to a relevant set or a non-rel-
evant set.

‘Where R is the number of documents found relevant in the first retrieval

set, N the number found not relevant, the new vector, Q’, will be:

Q=Q+u % Y b |-8 % Y. b, (11.1)

D,eDy D,eDy

Here, start with the original weights (Q), then add a multiple of the average
weights in relevant documents, and subtract a multiple of the weights given to
non-relevant ones. As so often happens with such empirically based formulae,
the values o, and f§, must be determined experimentally. It was intended that o
and f would be chosen so as to control the movement of the query, avoiding
too drastic a move in either direction. This is a slight modification to the
Salton—McGill formula.

There are many different ways this basic concept can be implemented. If
the query is in the form of conventional Boolean commands, then there will be
no weights assigned to terms. In order to modify a query automatically, it is nec-
essary for the IRS to know which terms from retrieved records should be used
in revision and how they relate to terms in the original query. We might use
word association techniques (Section 9.5) to find which of the new terms are
associated with which query terms; then, closely associated terms can be linked
by OR to the original terms. For example, suppose a query statement is EAR TH-
QUAKE AND CONSTRUCTION, the user being interested in construction tech-
niques in earthquake-prone areas. Suppose further that this query retrieves 100
records, and the user reviews six of them, giving four of the six a high rating,
and two, a low rating. Within the high-rated subset the words TREMOR, SHOCK,
BUILDING, and STEEL are the highest frequency, non-common terms. A word-
association matrix would probably show TREMOR and SHOCK closely related to
EARTHQUAKE and BUILDING, and STEEL close to CONSTRUCTION. Then the query
could be reformulated as (EARTHQUAKE OR TREMOR OR SHOCK) AND (CON-
STRUCTION OR BUILDING OR STEEL).

The kinds of word associations illustrated above were incorporated, along
with a number of other user-assistance and feedback features, in the CITE sys-
tem at the National Library of Medicine (Doszkocs, 1983) and in The 1998
Canadian & World Encyclopedia (1998). There 1s a high cost of such processing
and no guarantee it would work out so neatly. These are probabilistic tech-
niques, but it can be expected that the query can be improved most of the time.
If the user were shown the revised query and given the opportunity to check
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and edit it, the results might be still more improved. The method is also depend-
ent on the user’s choice of a sample and judgment in evaluating the records.

The more conventional form of relevance feedback would involve a nat-
ural-language query or a word list with weights assigned to the individual terms.
If the natural-language query is long enough, the frequency of words in it can
be used to establish weights, but often such queries consist of so few words that
frequency statistics are not of much value. In any case, the query would be run,
and a subset of the retrieved records, examined by the user. In this case, the terms
from highly rated records can be directly added to the query, since syntax is not
considered. Term weights can be added if they were used in the original. If not,
their relative frequency in the records might be preserved, so that in the revised
query, relative frequency can be used. Terms that have high frequency in low
rated records, but that occurred in the original query, might be deleted from the
query. Again, there can be no guarantee that each term added or deleted is done
correctly, but Salton and others report success with the method (Salton and
McGill, 1983) in general.
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Multi-Database Searching and Mapping

12.1

Basic Concepts

In all the examples of searches given so far, a query has been directed to a
single database. But there are several reasons for searching more than one data-
base at a time, or more than one in sequence.

In the most obvious case, the user knows that several databases are rele-
vant, wants to search them all using a single query, and knows no reason why
this cannot be done at the same time. Although there are some technical reasons
why simultaneous searching is not common, a more important factor may be
that databases are almost always to some extent different from each other, even
if basically similar in content. If a query were not completely successful, the
user’s next action might have to be different for each individual database, but can
be a single action only if all databases can be searched at once from a single query
and all attribute names and value restrictions are the same.

The less obvious type of multi-database search involves searching one
database, retrieving from it some data, and then using those data as part of a
query to another. Mathematically, and in some retrieval services, this process is
called mapping. It means transforming a set of input values into a different set of
output values. Many Online Public Access Catalogs in libraries allow the search-
ing of name authority files to determine how a personal or place name is carried
in that catalog. The name search may retrieve several acceptable names and the
searcher must choose that name which will retrieve the records of concern and
utilize it to carry out the search. Cartographers map points on the earth’s nearly
spherical surface onto points on a flat plane. Where, exactly, the mapped points
are to lie depends on the mapping algorithm or projection used. Of course, in
a sense, the information retrieval system (IRS) does this with any query—it
transforms the attribute values and logic in the query into a set of output
records—the word mapping is not used in searching unless there is a distinct
intermediate step:

Query values — Intermediate values = Output values

265
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A query could also be considered the statement of information need, or of
the problem to be solved. The user poses the problem; the retrieval system solves
it, just as if it were performing a mathematical calculation. Mapping is not a
complex concept, but it is relatively seldom used in information retrieval (IR).
It has the potential, however, for permitting much more complex problems to
be presented to, and solved by, a retrieval system.

12.2
Multi-Database Search

In the “normal” method of database searching, a query is presented to the
IRS, which converts it into a set of search parameters that control a search of an
inverted file. Enough information is retrieved from the inverted file search to
find complete records in the main file.

When the IRS charges for its service, the allocation of costs among the
databases is a complicating problem. Is the query composition time split equally
among the databases to be searched? If so, searchers would presumably compose
the query while connected to an inexpensive file, and switch over only when
ready for the actual search. Does this reduce the income potential of the more
expensive databases? The cost of inverted file searching does not increase linearly
with the size of the file. But should the allocation of revenue be equal among
databases, weighted according to size of the database, or weighted according to
the number of hits in each database? The data needed to bill users and the pro-
gram to prepare invoices may be much more complex than for single-database
searches.

When record sets are retrieved, they might include some duplicates.
This could happen when more than one database has a record on the same
entity, such as reporting on the same book or journal article. A user will prob-
ably not want more than one record representing that entity and will not want
to pay the price for duplicates and may have preferences as to which database’s
records are to be retained. We shall discuss the problems and methods of
detecting duplicates below. Assuming for the moment that duplicates are
retrieved and identified as such, which records should be dropped? To offer
multi-database searching, a search service must not only offer the technolog-
ical capability but also a pricing plan that can be seen to be equitable for all
concerned.

12.2.1 Nature of Duplicate Records

Whether duplicate records constitute a problem of any importance
depends on the design of the databases to be searched. If; for example, a corpo-
ration maintained a series of decentralized personnel databases, say one for each
major division, it would not expect to find the same record in more than one of
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them. “The same record” would presumably mean a record for the same
employee, found in two or more divisional databases simultaneously. Such a sit-
uation could happen through an error in key stroking while entering data.
Suppose an employee were transferred from one division to another, but the
respective data systems did not communicate properly, or the employee quit one
division and was hired by another, but the first division did not drop the record
immediately. The error could have happened when any new employee’s data
was being typed into the information system; inadvertently, one employee or
social security number could be changed into another, thereby seemingly, but
not actually, duplicating an existing entry. However it happened, if detected, the
condition would probably be considered an error by a database administrator,
and any of a number of steps could be taken to clean up the file, where “clean-
ing up” means assuring the presence of one and only one record for each
employee in the company, or dates clearly showing no overlapping periods of
employment in separate divisions.

Certain kinds of information, say about the behavior of school children
from a certain ethnic group, might be found in bibliographic databases con-
cerned with education, psychology, sociology, or medicine. It is not unusual for
a record of the same research article to appear in several of them.

Yet another situation is typified by a search of several newspaper databases,
in full text. If the search is for information about an important event, it is likely
that several papers have covered it, but newspapers being what they are, the con-
tent of articles is almost certain to differ among them. Newspaper searchers
would understand this and might want all the articles. This is said in full recog-
nition of the hazard of generalizing about what users want. But, if only one arti-
cle per event is desired, we would face a difficult problem in recognizing and
eliminating others that reported on the event because they are not exact dupli-
cates. They are different articles reporting on the same event.

We have presented three cases involving duplicates:

1. Duplicate records may exist, and this is normally considered to imply
error;

2. duplicates exist and are expected, but are considered redundant and
undesirable; and

3. duplicates are considered interesting and desired, although they may be
duplicates only in terms of subject or other attribute.

For fully effective multi-database searching, the user has to be aware of the
problem and to have some facility for instructing the retrieval system what to do
with the duplicates. This can be done with a command or command argument
as simple as that used to specify a display format, although such commands are
not available from all search services.

Duplicates may also occur when those Web search engines commonly
termed meta-engines are utilized. These systems take a single query and search it
using multiple search engines. The resulting set is subjected to a merging routine
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which will report that identical URLs are found by more than one engine. For
example, on MetaCrawler (www.metacrawler.com) searching for the term
indexing we find in the retrieved set three duplicates listed together in the high-
est ranked item:

1. American Society of Indexers: FAQ about Indexing.
Book indexing involves a little bit of manipulating words appear-
ing in a text, . . . Indexing books is a form of writing. Like other
types of writing, . . .
www.asindexing.org/site/indfag.shtml [Found on Google, MSN
Search, Yahoo! Search.]

However, different pages in the same site are not considered duplicates as
they might be if similarity of content measures were utilized. For example, in the
same search for the term indexing on MetaCrawler, we find items in rank posi-
tions 1, 5, and 14 link to the same site, but different pages: www.asindexing.org/.
www.asindexing.org/site/indfaq/shtml, www.asindexing.org/site. These pages
are not content duplicates or URL duplicates, but in fact different pages from
the same site. If however a crawler used only that portion of the URL prior to
the first slash, a possible option if one were indexing sites not pages, they would
be considered duplicate URLs. For any reader hoping to duplicate this search,
the listing of the retrieval set can change considerably even an hour after doing
a search, so it is unlikely that anyone else would find the same set of sites in the
same order.

The order of meta search engine retrieval lists is normally relevance based
upon a proprietary algorithm. There has been a growing body of research in
what is known as fusion, by which is meant the production of a single relevance
ordered list from several such lists produced by varied retrieval techniques
(Voorhes et al., 1995). Fusion techniques are largely based upon choosing by the
comparative length of the lists from the various sources. Voorhes ef al. suggest a
random selection method weighted by the length of the contributing list.
Alternatively, one might use the longest remaining list for each choice, elimi-
nating the random element. When the first list is reduced to the length of the
second one, one could alternate selection between the two until they are
reduced to the length of the third one, and then iterate until all lists are
exhausted.

One might also choose on the basis of the fewest elements considered so
far. Here one takes equally from each collection until the shortest one is
exhausted, and then continues until the next shortest one is exhausted until all
are exhausted. A centralized fusion scheme would compute a value based upon
the number of documents in a list and the number already removed. The value
is re-computed for each collection after each removal of the top element in the
collection with the highest value (Yager ef al., 1998). Such work is clearly rele-
vant to meta search engine display order, but information on the operational
ordering algorithms is not available.
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12.2.2 Detection of Duplicates

If there 1s a unique key for each record, detecting duplicate records in a set
is a trivial function. Bibliographic and text records tend not to have this con-
venience, except for an acquisition number which, unlike a social security num-
ber, is not a particularly helpful search term. Each database is likely to use a
different access number for its version of a commonly held record. Bibliographic
records reporting on the same entity may have different attribute values because
of differences among database producers in rules for entering authors’ names or
journal titles. The (International Standard Book Number) (ISBN) is a near-
universal identifier for books, but nothing similar exists for the journal article.
Different editions of works will have different ISBNs since it is the unit for sale
that is being controlled. There is also the possibility of keying error in entering,
say, a lengthy article title using words not familiar to the data entry operator.

Different newspaper stories on the same event may have little in common
except the high-frequency words used to describe the event, and they will cer-
tainly not occur in the same order. The date may differ, although only by a day
or two if reports are on the same event. The byline will certainly differ, as may
the place of origin of the story, depending on where the report was written as
much as where the event occurred.

We present here some typical methods used to detect duplicates, based on
the type of records involved. None is definitive, and none is guaranteed to work
in all cases.

1. Records with unique keys—The employee personnel record or bank account
are the common examples of this type of record. The intent of the database admin-
istrators is to have no duplicates. Duplicate here means two or more records with the
same key—mnot necessarily other duplicated content. On creation of a new record,
a check should be made that none already exists with the given key, but that is done
by a program and such programs are not guaranteed error-free. It may be left to
users of the database to detect any error. Removing or revising duplicate records
would be handled as individual cases, and removal would presumably mean
expunging them from the database, not merely from a retrieved set.

2. Records with common attributes but different representations—Bibliographic
records are the best example. Here we would expect that the entity represented
by duplicate records is the same, and any differences in value have to do with
how the information is represented, rather than what entity is represented. We
have previously discussed minor variations in the style of recording an author’s
name. There are far greater variations in how journal names are abbreviated
and—volume, issue, date, and page are recorded. The best approach is to try
to measure the degree of similarity between the attribute values in two records
being tested, and to establish a threshold for decision making.

Hickey and Rypka, of the Online Computer Library Center (OCLC),
proposed a procedure for detecting duplicates among library catalog records for
monographs in a large, shared catalog file. Intuitively, we might expect little
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need for a procedure to tell whether the descriptions of a book by two different
professional library catalogers is the same, but the authors state: “With many
records, it 1s impossible to tell whether two . . . are duplicates . . . because of
missing, incomplete, or conflicting information.” (Hickey and Rypka, 1979,
p. 125)

OCLC maintains a large database of catalog records, shared among many
libraries. The file, in 1979 when the paper was published, stood at 5 million
records and was growing at the rate of 20,000 per week. Librarian users were
doing 300,000 searches per week seeking to find whether new (to them) books
were already in the database. Since only 20,000 of these searches resulted in new
entries, we may assume a high percentage was found to be already present,
libraries with the new copies of the book saved the time and cost of data entry,
and OCLC saved the cost of maintaining duplicate items in the file.

The Hickey and Ripka system involves encoding the value of up to 14
attributes, not all of which (e.g., illustrator) are present for all books. Here are a
few examples of the coding used:

place (of publication) is coded by taking the first six non-blank characters.
Thus, NEW YORK becomes NEWYOR and TROY remains TROY.

publisher is hashed into a 61-bit key.

title is mapped into a string consisting of characters 1, 2, 3, 5, 8, 13, 21,
and 34 extracted from the actual title, after deletion of leading articles. This
series, called a Fibonacci series, places relatively greater emphasis on letters occur-
ring early in the title string. GONE WITH THE WIND becomes GONWHI.

Once all the test attributes are encoded for a search, matching is deter-
mined by a series of rules. For each individual attribute, a program decides
whether the degree of match is exact, partial, or non-existent, and then records
are deemed to match, depending on the matching of other attribute values. Since
a test record has to be compared with 5 million stored records, execution time
was a severe factor in the design of this algorithm because there would be 1.5
trillion comparisons per week.

3. Records about a common entity but no, or few, common attributes—When
dealing with records such as news articles, which give very few attributes on
which a match might be based, it is probable that we would need some of the
record-association procedures introduced in Section 9.6. Exact duplicates are
unlikely because databases are usually created by publishers of the newspapers,
not according to any general standard, but searchers might want to find simi-
lar articles on the same topic. The matching procedures can be augmented
with date and location attributes, which would have to be given some leeway,
e.g., two dates might be taken to match if they were within one or two days
of each other.

Another algorithm, used for journal article citations (Giles et al., 1976)
encodes the author’s name using Soundex (Section 4.3.2), condenses publica-
tion date to the last two digits of the year, uses coden (a standardized code des-
ignating the journal, but not universally used), encodes the journal name as a
series of the first two letters of the words in its name, the volume number, and
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a condensation of the title, also using the first two letters of each word. In other
applications condensation of the date field, to save space, resulted in the infa-
mous Year 2000 problem, whereby the abbreviated form of 1900 was the
same as that of 2000. In this case, it does not matter. The two date digits are
merely a way of telling one record from another, not necessarily to provide the
actual date.

Bear in mind that any of these detection approaches requires computer
time, possibly a considerable amount. But depending on exactly what charging
algorithm is in use, this extra processing might cost less than the per-record
charges for receiving the duplicate records.

The duplicate record problem 1s somewhat different in the context of Web
search engines. It arises when the search engine’s crawler carries out its task of
tracing URLs linked to its original starting list and the crawler designers must
decide whether or not duplicate records will be ignored, just what will constitute
a duplicate record, and what tests will be run to determine that duplication exists.
Thelwall considers three definitions: A and B are duplicates if A and B have the
same URL, A and B are duplicates if A and B have identical HTML files, and A
and B are duplicates if A and B have very similar contents using a measure of sim-
ilarity. Broadly, crawlers are then categorized as URL crawlers or as content
crawlers and thus content duplicates may occur in a search engine’s index and
therefore its retrieved sets (Thelwall, 2004, p. 11). The crawler algorithms for
duplicate detection tend to be proprietary and vary from engine to engine.

12.2.3 Scanning Multiple Databases

In a normal database search, search parameters are used to look up infor-
mation in an inverted file. The data retrieved from this file can be used for set
formation and Boolean operations on these sets. (Remember, Boolean opera-
tions are performed even when the query manager is used to interpret natural
language rather than explicit Boolean operation commands.) It is not necessary
to have access to the main file containing the primary records, unless the user
wants to view them or, in some systems, to process a string search command.
Going into the main file is a second-step operation after use of the inverted file.
Inexperienced users who may be familiar and comfortable with this two-step
process in a library (first consult the catalog, second the book stacks) may not
realize it is happening also in an online search. Hence, they normally do not
address queries to a file, but to a database, which they may not realize consists of
two files. The fact that this is a two-stage, mapping operation is lost on them.

Dialog has a database called Dialindex, numbered 411, by intent matching
the number of telephone directory service. File 411 is a combined multi-data-
base inverted file, or functions as such. It cannot be used to create sets, but can
be used to find out how many records in any other Dialog database would be
retrieved by a given query. It is then necessary to run the query again in the
selected database to create a set and be able to view retrieved records.
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File 411: DIALINDEX (tm)
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(Copr. DIALOG Inf. Ser. Inc.)

? select files 1, 36, 71

File 1: ERIC - 66-87/JUNE

File 36: LANGUAGE ABSTRACTS - 1973 THRU Dec 1986
File 71: MLA BIBLIOGRAPHY 1965-1986/MAY

File ltems Description

? select (castilian or spanish) and dialect? and

america?

1: ERIC 66-87/JUNE

16 CASTILIAN
9273 SPANISH
4133 DIALECT?
52618 AMERICA?
187 (CASTILIAN OR SPANISH) AND
DIALECT? AND AMERICA?
36: LANGUAGE ABSTRACTS - 1973 THRU Dec 1986
117 CASTILIAN
5405 SPANISH
6282 DIALECT?
3939 AMERICA?
114 (CASTILIAN OR SPANISH) AND
DIALECT? AND AMERICA?
71: MLA BIBLIOGRAPHY 1965-1986
68 CASTILIAN
43125 SPANISH
15802 DIALECT?
55279 AMERICA?
197  (CASTILIAN OR SPANISH) AND
DIALECT? AND AMERICA?

?save temp

Figure 12.1

Dialindex search. The Dialindex file is used to determine the best database in which to
do a search, in this case on the use of Spanish in America. These results (the search was
run in 1991) show how many records would be recovered, but no sets were actually
formed. To do so, the user must repeat the commands in another database (any or all of
1, 36, 71). In this case, the number of records that would be retrieved is roughly equal
across the three databases probed.

Figure 12.1 shows a use of Dialindex. The information need is for pub-
lished material on various Spanish dialects used in the Americas. The query uses
CASTILIAN as a possible synonym for SPANISH, and incorporates the additional
terms DIALECT? and AMERICA?. The search in Dialindex will investigate three
databases: ERIC, Language Abstracts, and (Modern Language Association) (MLA)
Abstracts. The user would then obtain record counts and decide in which data-
bases to conduct the real search.
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The results of the SELECT command, for each database, are shown in the
figure, term by term, and the result for the Boolean expression combining them
is also shown. No sets are created. The user is told what the set sizes would be if
created in each database. By saving the search (the SAVE TEMP command), the
user avoids having to reenter it later, after moving to the database of choice.

12.3
Mapping

True mapping is at least a two-step operation, but the information retrieved
from step one is used in a different query in step two. It is not necessary that the
two files be different. A search might have the purpose of retrieving a sample of
the range of published opinions on general economic issues of the news reporters
and columnists who at least some of the time write on issues related to the petro-
leum industry and environmental protection. In other words, what more can we
find out about the opinions of the writers who cover the petroleum industry?
This would entail one query based on subject (petroleum and environmental pro-
tection) plus economic subject terms, whose goal is to retrieve the names of
authors, and then another based on the authors (retrieved in step one) and eco-
nomic search terms, to find texts giving their opinions on other topics.

Today, mapping is probably most commonly applied in chemical infor-
mation searching. Many chemical substances have a large number of names:
common names, chemical names, trade names or, in lieu of a name, a structural
description of the substance. Common salt may be known as SALT, SODIUM
CHLORIDE, NACL, or a trade name such as FASTMELT (fictitious) for a salt product
used for ice removal. Drug names may have more synonyms in every category.
Fortunately, Chemical Abstracts Service (CAS) produces a database called
Chemsearch that can convert any of these names into a common key value, the
CAS registry number (rn). Since this attribute will be part of every CAS bib-
liographic record that mentions a specific chemical, it can in turn be used to
retrieve information about a substance, no matter what name was used in the
original publication.

Figure 12.2 shows an example of mapping in a Dialog chemical search.
The user begins with a query to Chemsearch. Among its attributes is one called
synonyms, abbreviated Sy. Given any of the names by which a substance might
be known, this file will yield the registry number, as well as the formal chemi-
cal name, and the names of all known synonyms. In this illustration the search 1s
for ALUMINA, which has many synonyms. Alumina is a name for aluminum
oxide, Al,Oj, also known by a large number of other names, mostly trade names,
such as Baikalox, Membralox, alumite, and white morudum.

The initial command is simply SELECT SY= ALUMINA. The user knows this
name and knows that there are other names, as well, but does not know what
they are. Regardless of any other name by which the substance may be known,
at least one record will contain ALUMINA 1n its SY attribute and will also contain
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1 ? b 301
2 ? select sy=alumina
S1 1 SY=ALUMINA
3 map rn
4 3 Select Statements, 28 search terms
Serial# TD184
5 begin 399
exs TD184
6 S3: 136,801

Figure 12.2

A mapped search for a chemical substance. The search begins (1) by opening a file that
contains the names of known chemical substances, a registry number for each, and all the
434 other names by which this substance is known. The command MAP RN (3) retrieves
all the registry numbers for these substances. The retrieval system tells us that it has composed
select commands combining searches for 28 rns (not every synonym has a separate rn).
We are also given (4) a number (TD184) under which these commands are saved. We
then switch (5) to the main bibliographic file (399) for chemical information and ask that
the saved commands be executed, using the command EXS TD184. This results in a set
containing the 136,801 bibliographic records for any of the various names by which alu-
mina is known. The searcher need not know all these synonyms.

the rn. Following the SELECT, the user enters the command MAP RN, which sets
up commands to retrieve the rn from every record containing ALUMINA and
stores it as part of a new SELECT command. There may be more than one sub-
stance involved. It then saves these machine-generated search commands and
gives the user a serial number for this search. The user then switches to the CA
Search database, which contains conventional bibliographic information, and asks
for execution of the saved search. The resulting message shows individual results
for each rn and for the combination of all of them. From this list a user may
browse through the records, add new search terms to reduce the large size of the
retrieval set, or have the entire set printed and mailed to him or her. It is not
recommended to print a set this big locally.

Another example of a mapping-type search cannot at present be solved
automatically by a mapping command. In well-established fields of science,
research people tend to know who the principal researchers are in their field. A
quick way for them to scan the literature for news of new developments in the
field is to search by author to see what these key people have been publishing.
They may also want to know who has done recent work based on prior works
of the key researchers, i.e., who are possible new research stars. It is not
conventional for bibliographic records to include the names or descriptions of
works cited in the article being described. That is, if A writes a paper citing
works by B and C, those facts will not appear in the bibliographic record
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for A’s article. There are, however, databases devoted primarily to this very
kind of information.

The Scisearch and SocialSciSearch databases, produced by the Institute for
Scientific Information, contain records that have only an abbreviated biblio-
graphic description for a published article, but contain the complete list of all
citations in the article (www.scienitific.thomson.com/(select the A—Z product
list)). This is known as citation indexing. When users know enough about a field
to associate a person or group of people with a well-defined subject, it can be
easier, faster, and more reliable to find information by starting with the well-
known names than by using elaborate bibliographic descriptors. To find what
works have cited anything by author A or any particular work by A, a search is
done on A’s articles as cited works; then the retrieved, abbreviated information
can be used to retrieve the conventional bibliographic records of the citing works
from another database. To save time, it might be desirable to write a single query
to accomplish both steps.

Designers and builders of IRS have long wished for a means of what might
be called mapping terminology. This means that if a searcher uses a term, perhaps
based upon one thesaurus or local usage, the system could find all equivalent or
related terms in other vocabularies. A simple-sounding example would be to map
Library of Congress classification terms into Dewey Decimal classes—not easily
done. The National Library of Medicine has produced such a system for use with
medical terminology, called the Unified Medical Language System (Squires,
1993; Humphreys and Lindberg, 1993; National Library, 1998). It can map terms
used in a user’s query into the vocabulary of medical terms based on 71 distinct
medical information sources. This can be very helpful when trying to search lit-
erature in a speciality with whose terminology the searcher is not fluent.

12.4
Value of Mapping

A mapping search does not provide any capability that was not already
available as a sequence of single-cycle retrievals, but it can save the user consid-
erable manual work. If chemical searchers had to copy down lists of registry
numbers, the amount of work could be excessive and the probability of error or
omission would be fairly high. But the principal value of mapping is that it
encourages users to use statements of actual information problems as queries—to
tell the IRS what information is at hand (a chemical name) and what is desired
(information about it under any name). Any time or energy spent on compos-
ing intermediate searches or copying down intermediate information is diver-
sionary and discourages the user from seeing the retrieval system as a
problem-solving aid, not merely a file-search service. This simple step of sepa-
rating and making explicit what is known and what is sought is not the usual way
searchers approach the composition of a query. More usual practice is to go only
to a description of the records desired, not necessarily the information desired.
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Since in Web search there is in practice only one file of all accessible pages,
the concept of multi-file search has no real meaning. However, since different
Web Search Engines use different crawlers, with different selection rules, differ-
ent search engines, in fact, have different databases from one another although
there will be a very large overlap in sites indexed. Thus, multiple search engine
searching is the approximation of multi-file search.
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Search Strategy

13.1
The Nature of Searching Reconsidered

Database searching has been compared (Janes, 1989; Leimkuhler, 1968)
with the maritime problem of searching for a ship at sea—a hostile submarine, a
friendly ship in distress, or shipwreck survivors. Developing optimum search
plans was a major consideration during World War II for the then new science
of operations research. Among the questions that must be considered in con-
ducting a search of open sea, say by an airplane, are

Is it known in what part of the area to be surveyed the target is most likely
to be found?

Are there high priority areas of search for reasons other than probability of
finding, such as excessive danger should survivors be found there?

How likely is it that the searcher will recognize the target as such, if it is
sighted?

Is there one known, specific target, such as a particular ship in danger; sev-
eral similar targets, such as a set of lifeboats; or an unknown number (including
possibly zero) of enemy craft, as is probably the case when chasing submarines?

If we extend our consideration to include scouting out territory, say to
look for a lost hiking party, look for a new campsite, or map previously
unknown territory, we might have any of the following types of search missions:

1. We know who or what we are looking for—We know where the target
should be (or that it is more likely to be in some parts of the search area than oth-
ers), and we have a high expectation of being able to recognize the target if spot-
ted. This may fit the lost hiker situation.

2. We know the type of target being sought—It could be a person, tent, ship,
or boat, and we will probably recognize it if we see it, but do not know where,
within the broad survey area, to look.

3. We are not looking for a specific target—Rather, we search for a generic
type of target, of which there may be more than one, such as a campsite, anchor-
age, or helicopter-landing site.

277
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4. We have no specific target—Rather, we wish to know what there is of
interest in the area, perhaps topography, bodies of water, or unusual flora, fauna,
or minerals.

By analogy with these four, we can identify four generic types of database
search the known item search, the specific information search, the general information
search, and a search to explore the database.

13.1.1 Known Item Search

The searcher knows exactly what records are wanted, as identified by
attribute values. The searcher will recognize the desired records if seen. An
example is a search to verify or complete a bibliographic citation, where enough
information is known to identify the record, but some facts, such as publication
date, are not known. Or, the search may be for the inventory status of a prod-
uct whose unique identifier, part number, is known. While the physical loca-
tions of the records are not known, they can be uniquely specified by attribute
values. Some exploration is necessary but there must be some known terms or
attribute values with which to start. Typically, there will be no need to look for
more than one record with the desired information, hence one of the most dif-
ficult aspects of some searches is avoided—finding all or enough material with-
out retrieving too much that is unwanted.

13.1.2 Specific Information Search

The searcher is looking for specific information, but not necessarily spe-
cific records. The information sought may be found in any number of locations,
and may occur more than once. On what date was President Kennedy assassi-
nated? What was the gross domestic product of the United Kingdom in 1987?
The searcher will probably recognize the answer, although it might be given
indirectly (e.g., “President Kennedy was assassinated yesterday” in a newspaper
of known date). It is not certain what attributes and values to use for searching,
but some starting combinations are readily at hand.

13.1.3 General Information Search

The searcher is looking for information on a subject in general, such as
about a company being considered for acquisition or a method for solving a par-
ticular differential equation. There is no one way to describe the subject and also
no one way the desired information will be represented. There is no reason to
expect that it will all be found in a single record. It is possible that important
information may be unrecognized, even if seen. It is essential to probe to find
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out what information may be available and even what attributes and values
should be used to recover it in a revised query.

13.1.4 Exploration of the Database

Here, the object of the search is to find out what kinds of information are in
the database, not to answer a specific question. We do this sort of thing when, on
first entering another person’s home or office, we scan the book shelves, not to see
if a particular book is found there, but to see what kinds of book are found there. We
often do it on entering a new library for the first time and might well do it on first
encountering a new database. Even when searching the stacks of a library for a spe-
cific book, we might look around to see what else there is of interest, without nec-
essarily restricting our scope to the same subject as the one that brought us there.

Swanson (1979) pointed out that scientific research is usually a specific
search, i.e., the pursuit of a solution to a specific problem, while a different
meaning of research is to find out what is known about a subject, more like our
third category. Bates (1989) comments on the importance of browsing, our
fourth type of search, even outside the context of the current search.

Any information retrieval system design should recognize that users may
do any of these types of searches, may not have the categories separated in their
own minds, and may switch from one type to another during a search session,
just as they might during a search of book stacks.

This is particularly the case in searches of the World Wide Web. Searches
of known sites may reveal new links to other sites that will be followed simply
to see what is there, to expand on currently known material, or even to find spe-
cific information whose availability suddenly is inferred.

Exploration of a database could be based on subject content, but might also
be based on metadata: what attributes are available for searching on or for retrieval.
A service such as Dialog has a separate file describing the content and structure of
each of its databases. A typical Web site has no such aid, although it may have a
sitemap, an often classified list of available page topics. Other services will fall
between these extremes. As mentioned in Chapter 15, some Web search engines
may allow for searching particular attributes if these are detectable in the record.

13.2
The Nature of Search Strategy

Strategy 1s defined by the dictionary as “planning or directing large-scale mil-
itary operations” [(Webster’s, 1962).] It contrasts strategy with factics, pointing out
that the former is primarily concerned with maneuvering forces prior to engage-
ment. Tactics, then, is concerned with conducting the operations previously
planned. The Prussian strategist Karl von Clausewitz (1943), defined the differ-
ence in terms of tactics being “individually arranging and conducting . . . single
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engagements,” while strategy is “combining [these engagements] with one another
to attain the object . . . .” A tactical military objective might be to capture a hill or
bridge. A strategic objective is more likely to be the destruction or neutralization
of an enemy armed force.

In database searching we sometimes find this meaning of the word strategy
considerably changed, being occasionally used to describe as small an operation
as a single-search command. The major objection to this usage is that it leaves
no word for describing the overall plan of which any one command might be
but a tactical component. In both war and searching, the distinction between
strategy and tactics can blur. What is important is not under which category an
intended action falls, but that there is a plan and that actions are carried out. Bates
(1979) proposed two brief definitions along this line: search strategy as a “plan
for the whole search,” while a search tactic is “a move made to further a search.”

On the assumption that a search has a goal and is constrained by limited
resources of time, money, and knowledge of the retrieval system and database, a
plan is needed to accomplish the goal within the constraints. A search strategy is a
plan for conducting a database search and should ideally (although in practice it
often does not) include a search objective, a general plan of operation, and a spe-
cific plan of operation.

13.2.1 Search Objective

In most human endeavors it is desirable to begin with a clear understand-
ing of the objective. Yet, we often do not. We marry, buy houses, design soft-
ware, undertake writing assignments, and certainly begin searches for
information without necessarily knowing exactly what we want to accomplish.
The reason these undertakings work most of the time 1s that we have an idea of
what we want, implicit and possibly ill understood, but not totally lacking. If we
do not know what we want, or where we are trying to go, then any road is as
likely as any other to take us there.

In the case of a search, the objective can usually be stated in terms of iden-
tifying the type of information desired and possibly the quantity desired, the reli-
ability required, the age of the information, and so on.

13.2.2 General Plan of Operation

The general plan should encompass the initial approach, terms or values to
be explored, and a sense of what basis will be used for judging outcome. Also
considered are any constraints on resources: time, money, or tying up of com-
puter or communication resources. Typically, the general plan should include the
first approximation in identifying the major facets of a search: the attributes and
perhaps values to be used at first and the approximate logic relating them. There
must also be a reconnaissance plan for discovering more about attribute values to
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be used. Unless the searcher 1s very familiar with the database and subject of the
search, it is usually necessary first to find out what might be available, then to
work out a plan accordingly. This means that to accomplish any type 2 or 3
search, as defined in Section 13.1, a type 4 search may be a necessary preliminary.

13.2.3 The Essential Information Elements of a Search

There is certain information that, ideally, anyone ought to know before
undertaking a search. It has to be accepted that sometimes, perhaps even most
times, the searcher will not know all this information but will proceed anyway.
Sometimes, the missing information will become part of what is to be sought and
sometimes the searcher proceeds in blissful ignorance that anything might be
missing. Listed below is a guideline, a set of suggestions not just for the searcher,
but also for the trainer or database or system designer as well.

1. Information about the database: (As noted in the discussion in Chapter 1,
there is the caveat that the Web may be considered as one very large database
with unlimited scope, inconsistent attributes, and highly variant structure, cur-
rency, and reliability.)

Scope of the database, in terms of the entities represented.

Content, in terms of the attributes represented.

Structure, in terms of how the attributes are stored and are related to
each other.

Currency, in terms of the date range of the information contained and
the timeliness (delay between existence of information and its entry into the
database).

Reliability, or the accuracy or believability of the information.

Cost of use of the database.

2. Information about search procedure:
Functions or commands available.
3. Information about what is to be recovered by the search:

Type of information sought—is it general or specific or is it exploratory
information about the database?

Definition of information—This is the traditional description of infor-
mation sought in terms of attribute values and logic.

Quantity desirrd—How much is wanted? All on a topic? A single record?

Recognition and evaluation—How will correct results be recognized?

How will retrieved information be evaluated?

4. Prior knowledge of the searcher. Of the information that is desirable, what
is actually known?
Information about the database—What does the searcher actually know
about the database?
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Information about the IRS—What does the user know about the sys-
tem and its commands or functions?

Information about the search objective—What does the searcher actually
know about what is being sought?

Information about constraints—Are there constraints on this search, in
terms of cost, time, amount to be retrieved, or style, timeliness, or reliability
of information?

‘When the searcher is aware that certain information needed to perform the
search is not known, then acquiring that information can be included in the plan.
Problems arise, during or after the search, when the searcher does not recognize
what is missing. For example, if no information is available about reliability or
timeliness constraints, then information that is exact as to subject may be useless
to the requester.

13.2.4 Specific Plan of Operation

It may not be possible to formulate a detailed search plan until some of
the preliminary reconnaissance or browsing has been done. Then, we must
address the exact attribute values to be used, down to whether or not to trun-
cate, the logic, and the sequence of commands. For example, it can be more
economical to ask first for the rarest, or least likely to occur, of the required
attribute values. Any subsequent intersection of this set with another will keep
all the sets produced economically small. We must know the basis for ending
the search, and details of cost and time constraints. We must know what is to
be done with the final results. Rarely can the sequence of iterations be fully
planned in advance, because rarely can we anticipate what the outcomes are
going to be, and there are many possibilities. But we can often see, early on,
whether the essential task is to reduce a large set, increase a small one or rede-
fine the search altogether.

13.3
Types of Strategies

In football and chess, there are certain standard strategies which can be
adopted in toto or modified for the specific situation at hand. There have been a
few attempts to define some standard strategies for database searching (Bates,
1989; Harter, 1986, pp. 170-204; Meadow and Cochrane, 1981, pp. 133-142),
although we have no hard evidence that searchers consciously use any of these
models as the basis for their own approach to a particular problem. The four
aspects of a strategic plan described in Section 13.1 clearly have much overlap.
The fact that they are not pure forms for use in precisely defined situations should
make searchers aware of the need to carefully consider them in each instance.
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This section and the following one on search tactics are brief. It is our
intent to discuss types of strategies and tactics and how they affect a search and
may be affected by the design of a system. A discussion in the depth necessary to
train a searcher is not appropriate for this book.

13.3.1 Categorizing by Objective

The types of search objective listed in Section 13.1 are analogous to types
of search in the geographic sense. In the bibliographic world they are known item,
specific information, general information, and exploration of the database. In the known
item search, the searcher knows what is wanted, how to specify it in a query,
and how to recognize or confirm that the right information was recovered.
There is little uncertainty and not much wile or cleverness required to devise a
winning strategy.

The specific information search is one for which we know the objective
clearly, although not necessarily how to achieve it.

The general information search is characterized by the searcher knowing the
objective in terms of subject matter, but not knowing exactly what aspects he or
she is looking for. Such a search is hard to plan in advance because an initial
reconnaissance 1is a necessary part of it, to determine the essential elements of
search information. The final plans depend on outcome of the early probes.

The exploration strategy is one that does not aim for recovery of any spe-
cific information, but rather for information about the database in general. The
very need for exploration indicates a lack of knowledge of specific objectives. It
provides information for future searches. Such a search is characterized by some
degree of intentional randomness, 1.e., exploration of avenues or directions sug-
gested by earlier retrieval, but not intentionally sought from the beginning and
not strictly limited in scope. Still, even a casual perusal of a library has to have
some objective if it is expected to achieve anything of value. Is the browser look-
ing at the age of books? Their subjects or authors? Evidence of use? The data-
base explorer may be concerned with the breadth of journal coverage in a field,
the research productivity of an institution, or the current “hot” research areas in
a discipline. The difficulty of such a search is that the plan must assure adequate
coverage of the search area, but the exact dimensions of the area are not known
in advance.

13.3.2 Categorizing by Plan of Operation

This is the more conventional aspect of strategy—what actions are to be
taken, under what circumstances.

Direct attack—However much it may be stressed by instructors, some users
will elect to ignore an iterative plan and try to solve the problem in one step.
This may seem the most expeditious strategy, an attempt to gain the desired
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result immediately by a search of a single cycle. Just as in football or war, if it
works it 1s spectacular but if it fails, it may leave the strategist with nothing at all,
not even the informational basis for planning and executing the next iteration.
Brief search—A brief search (Meadow and Cochrane, 1981, p. 135; Harter,
1986, pp. 171-172) is a direct attack, intended to be “one shot,”
retrieving only a few relevant records, possibly among a great many not relevant.

and aimed at

The intent is to get something of value for a limited investment in searcher time
and search cost. This is a common strategy with World Wide Web search
engines where iterations normally involve total re-entry of a query, and the links
found on one or two good pages may move the search in the right direction. To
be successful on the Web it is required that the search engine place the good
page near the top of the retrieved list, preferably in the first two pages of the dis-
play, since many users will look no further.

A different approach to categorizing strategies was suggested by Bourne
(described in Meadow and Cochrane, 1981, pp. 133—142) and is presented here
in condensed form. He recognizes the following types of search:

1. Small to large—Bourne used the expression “pearl growing” for this type
plan. It means to start with a precise statement aimed at retrieving some records
virtually sure to be relevant and, preferably, little else. Then, starting from this
small “pearl,” the user can gradually modify the query to expand the output, hop-
ing thereby to find more relevant material. In the extreme, it can be almost guar-
anteed to work, if a single relevant item—the seed pearl—can be found with
which to start. However, if the initial definition is not well done, the seed may
be missed. There are no guarantees. Pearl growing is commonly done on the
Web by way of using a FIND SIMILAR DOCUMENTS command (which uses an
accepted document’s terms as a new search) or by hypertext links to other sites,
rather than by query modification, although modification remains a possibility.
That is, we find one useful site, then follow links to try to expand our catchment
of good records.

In a bibliographic search, the starting point might be a record about an
article the searcher has recently read. Retrieving it shows the searcher how it is
indexed or classified and shows information that may have been unknown at the
start, such as the name of the journal, full name of the author or any co-authors.
Index and classification terms, journal names, authors’ names, and, if a citation
index 1s used, other articles that cited this one or were cited by this one are other
attributes that can be used to find additional, related records. On the Web these
attributes may be directly linked to the source document and easily accessible.
From those second-round records, more terms and names can be recovered.

Reference librarians, on being asked for help in finding vaguely described
material, may ask the client if he or she has an example of a paper or a book that
was helpful or considered to be “on target.” This is a practical example of the
known-item approach to searching.

2. Large to small—If the small-to-large approach is called pearl growing, a
large-to-small search was likened by Bourne to peeling an onion, i.e., starting
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with a whole and gradually peeling away unwanted layers until only the part
wanted remains. In information terms, it means intentionally defining an infor-
mation need broadly to virtually ensure that the result will include everything
the user wants, then gradually working to rid the resultant set of unwanted
records. In Web searching, broad definition of a problem is often unwise since
the number of retrieved pages will tend to be exceedingly high. In most cases a
complete re-entry of the modified query must be carried out.

This is the conventional strategy for those retrieval systems that operate on
the assumption that a subsequent command always narrows the set formed by the
previous one, that the first set-forming command defines a broad set and suc-
ceeding ones shrink the set by adding on new requirements which will result in
an intersection with the previous set. If that assumption is valid, then commands
are somewhat easier to enter, because it is never necessary to bother to command
the intersection of the next with the most recent set. The method, however, can
be cumbersome if the user’s thought processes do not follow this logic.

To make the method work, a serious attempt should be made to define
the information wanted, keeping the definition on the general side. It involves
some amount of risk that, in spite of efforts to the contrary, the defined set will
still be too small and will exclude some useful or desired records. The method,
used online, can be expensive in terms of time used and records retrieved for
browsing. Used locally, with a compact disk, it would be more economical. But
all strategies involve some risk. It cannot be avoided.

3. Building block—Some searchers prefer not to be limited to a large-to-
small or small-to-large approach, but prefer to define the major logical compo-
nents of their desired set and then to experiment with combinations of these and
possibly other components later to be created as needed. In other words, create a
set of basic building blocks, then see how best to combine them into the struc-
ture that fits the problem at hand, trying first one, then another combination. This
approach lacks the benefits of a well-defined structure in which to work, but gives
flexibility, possibly too much, since there is nothing in the plan that suggests what
steps to take next. At each step the user must work out the next step to take.

The building block approach is probably more used by professional
searchers who can be reasonably sure their blocks are going to be needed and
who can experiment with the best way to combine blocks for best results or
lowest cost.

13.4

Tactics

Bates (1979) recognized the basic distinction between strategy and tactics
and defined a set of tactics. These tactics do not differ to any great extent from
what others call strategy but identifying them helps preserve understanding of the
level at which a problem is being addressed. She defined four classes of tactical
actions monitoring tactics, file structure tactics, search_formulation tactics, and term tactics.
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13.4.1 Monitoring Tactics

These are steps taken to gain the kinds of information we have called the
essential elements and which might be provided by the system as feedback. The
searcher may have to take responsibility asking for the feedback.

13.4.2 File Structure Tactics

These are “techniques for threading one’s way through the file structure
of the information facility to the desired file, source, or information within
source.” They basically represent procedures for browsing in inverted files and
experimenting with set formations.

13.4.3 Search Formulation Tactics

These “aid in the process of designing or redesigning the search formula-
tion.” This is not terribly tactical, since it implies design of the iterative plan.
However, its presence in the list does help assure attention to the overall plan-
ning activity.

13.4.4 Term Tactics

These “aid in the selection and revision of specific terms within the search
formulation.” These are truly tactical moves, contributing to the success of an
iteration of a search.

13.5

Summary

For some search situations, we can clearly define objectives and constraints
and devise a plan accordingly. For other situations, objectives or constraints may
not be well established or even understood by the searcher and this, of course,
limits planning ability and often success of execution. What has been said here
applies to Web search engine use as well as traditional IRS. This is particularly so
if the advanced options available with most search engines are utilized. On the
‘Web, as 1s the case with any free text indexed large database, one may expect large
retrieved sets from any search. This will argue for a large to small strategy, at least
until an 1initial relevant page is identified so a hypertext search, or search for sim-
ilar pages, may be initiated. Any user risks frustration, who is not trained in plan-
ning or in the art of converting results of earlier forays into the database into
tactics for the next ones. Much work needs to be done before we fully under-
stand what people really do in a search and why, and what works well and why.
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The Information Retrieval System Interface

14.1
General Model of Message Flow

As pointed out in Chapter 1, an information retrieval system is a commu-
nication process. The purpose of this chapter is to review this process, not in
terms of commands issued or feedback received, but in terms of the exchange of
messages, their transformations, and the possibilities for both useful information
and errors that these exchanges create. It is important to realize that not every-
one will use an IRS in the same way, that we all have different degrees of skill
or patience. Hence, while some generalizations about how to communicate are
possible and they do aid understanding, they must not be taken as rigid rules.

An interface is something that lies between two entities and may be part
of either or both. The interface affects passage of anything that flows between
the entities. When two optical lenses or prisms share a common face, that inter-
face marks the beginning of a different angle of refraction of a light ray moving
from one lens to the other. An international border is an interface and travelers
crossing it may find that they are treated differently on one side than the other.

Every computer system that interacts with people has an interface. This is
the combination of hardware and software that enables the user to use the sys-
tem and it may offer help in doing so. Some interfaces are highly interactive,
some make extensive use of graphic images, some simply passively await a valid
command from a user. We shall discuss these below, but when considering
communications, it is important to recognize that some features are primarily
communications-oriented and others are primarily retrieval functions. In this
chapter we concentrate on the latter. Extensive coverage of interfaces in general
is found in such works as Shneiderman (1986, 1998). Using menus instead of
commands is an example of the former—this is a communication technique.
Having a front end program alter a query on the basis of the result of an earlier
query is an example of retrieval functionality.

We can characterize the flow of information between user and system as
cyclic, involving the types of information we have previously identified in
Chapter 1. The use of an information system typically begins with recognizing
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or sensing the existence of an ASK, anomalous state of, or lack of knowledge. It
can take many forms, from an explicit recognition that a specific fact is needed
to a general desire to find out what is new or interesting. The ASK is then con-
verted, successively, into a statement of information need, a query, a set of
retrieval parameters, a set of retrieved records or portions thereof, and feedback
from the system about the search. Between each of these message types there is
some sort of translation or conversion process, such as the translation of the
information need into a query, or of search parameters into retrieved records.
While the retrieval of records is often seen as the very heart of an IRS, the other
conversions are no less important.

Feedback from IRS to user, the last of the message types, is used to revise
the search and initiate repetition of the sequence, or to decide to stop. Revising
the search traditionally means revising the query in accordance with the infor-
mation need and the results of the previous iteration. But it can also mean rec-
ognizing that satisfying the stated information need may not resolve the ASK and
that starting all over again is necessary. How a given iteration is handled depends
on what the user learns from early tries at the process.

We show this model in Fig. 14.1. Numbers are keyed to numbers in the
figure.

1. ASK to information need translation—This is not a formal translation
and may be the weakest link in the entire structure. Since the ASK often
cannot be fully identified, even by the user, its translation into an informa-
tion need statement cannot be verified or evaluated by an external person or
device.

2. Information need to query translation—TIf the end user is also the searcher,
then there is probably no intermediary and it is likely there will be no explicit
information need statement. In this case, the ASK is directly translated into a
query, with the same risks of unverifiability as in ASK-to-need translation. If
there is an intermediary, then translation to query form is normally done by that
person. The intermediary’s role is the subject of Section 14.3.

3. Query to search parameters—If the query language i1s a low-level com-
mand language, then this translation is largely a matter of parsing well-defined
commands. There is little interpretation or decision-making.

If, on the other hand, the query is in natural language or a very high-order
command language that does not explicitly identify each attribute-value combi-
nation to be used for set definition, then this is a key translation step. It is possi-
ble to evaluate the effectiveness of the translation, at least to some extent, because
there is a formal input statement (query) and a formal output statement (search
results) and it is possible to compare the results of this translation with results of
other forms of translation. An example of this sort of translation is the use of any
of the word association techniques of Section 9.5.

4. Search parameters to retrieved information—This is a relatively determinis-
tic translation, i.e., not subject to much variation as a result of the translation
process, unless the IRS is expected to find records related to those retrieved by
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Figure 14.1

Steps in the retrieval process. This simplified sketch of the retrieval process shows points
where errors or misunderstandings could occur and where feedback might help. Step 1 is
expression of the information need to an intermediary, 2 is conversion of that statement
into a formal query, 3 is interpretation of the query by the system. Step 4 involves select-
ing useful records from among those retrieved, 5 deciding what feedback to provide the
user concerning what was found relevant, what not, and 6 shows the process being
repeated.

the query, but which did not themselves satisfy the query. This might involve
the use of record association techniques such as those described in Section 9.6.

5. Retrieved information to feedback—If performed by an intermediary, this
translation 1s another of that person’s major functions. It involves analyzing the
pattern of retrieved output or messages from the system (errors, null sets, etc.)
and deciding what to recommend to the user. If no intermediary is present, the
user must perform this analysis without assistance, a difficult proposition for the
inexperienced searcher who must decide upon the next step.

If performed by a program, the key decisions on what to look for and how
to do the analysis are done at the time of designing the program. The program may
have to decide, at execution time, which of several possible and relevant mes-
sages to send. Too much feedback, i.e., telling the user about every conceivable
error made, can be as bothersome as not enough.

6. Feedback to reformulation—The nature of the feedback to the user was
covered in Chapter 11.
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In the following sections we discuss the main problems of designing or
serving as an interface: ambiguity in statements made to the interface, the role of
an intermediary, automated intermediaries, and the general role of intermedi-
aries, particularly noting that all computer programs have some sort of interface,
even if not well suited to some particular class of user.

14.2

Sources of Ambiguity

Regretfully, communication between user and intermediary is not always
clear. The role of an intermediary or interface is ideally to help—to explain, offer
suggestions, or identify the cause and nature of errors. A few decades ago, a com-
puter system might simply have responded “Syntax error” if it got an input it did
not recognize. It would then have been left to the user to determine the nature
of the error. One step up from such responses would be a primitive attempt to
identify the cause of the error, which could be confusing if wrong. For example,
in some computer programming languages the statement X = Y = z is acceptable.
It is treated as two consecutive commands Y = z and X = z. If such a statement
is presented to a programming language compiler that does not allow for the
usage, it could reply, “This usage not permitted in this language. Make separate
statements” or could say “Syntax error” and place a question mark under the
second equal sign. The latter may be helpful to a person who had intended to say
X =Y — z and who would then see a computer response of

X=Y=2
?

The ? points to the character that the query interpreter or compiler did not
expect and could not understand. On the other hand, a response about making
separate commands could be baffling to a beginning programmer who knows no
other languages. What is right? There is no fixed answer.

Similar problems arise with IR systems. Those that allow natural language
queries do not always provide meaningful help to users trying to decide how to
improve outcome. Such systems appear to offer communication in natural lan-
guage, as would another person, but are unable to deal with answers to such
questions as, “What do you mean?” The user who truly believes he or she is
communicating in natural language may be quite frustrated that the system seems
not to understand but does not explain itself.

We seem to have to settle for a general principle. A system interface should
be designed to assume certain user characteristics, but should also be able to cope
when users who do not have these characteristics are using the system. What is
meaningful to an experienced person may be baftling to the novice. And novice
may refer to state of knowledge or experience in using a system, using a data-
base, or communicating in the argot or jargon of a discipline. It may require as
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much investment in development time to deal with such a range of users as it
takes to provide the basic functionality of the system. Some retailers have learned
that the service that goes with a product may be valued more highly by customers
than the product itself, especially if it does not differ much from its competition.

Chapters 3 and 4 have, we hope, shown the considerable linguistic ambi-
guity that exists in all retrieval systems and the attempts to overcome it with the
use of stemming, authority files, and controlled vocabularies of various kinds.
The better interfaces will incorporate these devices.

14.3
The Role of a Search Intermediary

When most effective, an intermediary works as a consultant to the end
user, usually complementing the user’s knowledge of subject matter with knowl-
edge of how to search. The user brings to the interaction with the intermediary
an understanding of the problem to be solved and the context of the problem.
The intermediary should bring a range of knowledge and skills. These include:

1. Help with understanding of the range of databases, Web sites, or search
engines available, noting that different SEs may index different sites.
Knowledge of database content and structure.

Knowledge of search engine variations and communication procedures.
Post-processing functions available and how to use them.

Vi eN

The human communication skill to be able to elicit the statement of
information need from the user and help the user to realistically inter-
pret and evaluate the output.

Usually such a person is a librarian, but the skills may be acquired through
other career paths. Sometimes, highly specialized libraries put more emphasis on
the intermediary’s subject knowledge than on procedural or general library skaills.
The reason for this is to take advantage of the intermediary’s ability to help the
user express the information need and interpret the results. An intermediary may
also be a colleague who has more experience at searching and likes to help peo-
ple. There is a large literature on the role of the intermediary, which begins
before the user arrives on the scene, when decisions are made about what infor-
mation to collect or what search services to subscribe to. Several works on
intermediaries are: Auster (1990), Cochrane (1981), de Stricker and Dysart
(1989), Harter (1986), Meadow (1979), Meadow and Cochrane (1981, 25-38),
and Taylor (1968).

There is some evidence (Marchionini ef al., 1990) that professional searchers
and end users plan and conduct searches differently. The two groups’ behavioral
patterns reflect their different knowledge and objectives: one knowing the database
subject matter and knowing what the objective knowledge is, the other knowing
how to plan and conduct an effective search.
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The actual tasks performed, which will of course vary from time to time,
are described below.

14.3.1 Establishing the Information Need

Our entire educational system deals only to a limited extent with the broad
question of how to search for and find information. Most of us are given library
tours and lectures but are rarely taught how to define information needs, evalu-
ate results, or make most effective use of the resources available, especially not
how to enlist the librarian as a resource. Many are now taught, as early as in ele-
mentary school, the mechanical rudiments of online searching. In the workplace,
potential users may resist using a library or asking for help from anyone. Reasons
for this may include a reluctance to admit not knowing something, or a percep-
tion that those doing the actual search are of lesser status than the end user, or
to avoid repetition of some unpleasant experience in a library in the past.

Thus, the intermediary must be a skilled interviewer, able to understand
the user’s information needs and patterns of behavior. The intermediary must
proceed from the knowledge that the user often does not know what informa-
tion is necessary in order to begin a search or to end it. The intermediary knows
it is pointless to proceed without a meaningful need statement, but may begin a
vaguely defined search to enable the user to browse and thereby to help estab-
lish what aspect of a subject 1s important. For example, a user in a library asking
for information about automobile tires may be confused or inarticulate about
what aspects of the subject are considered important. One approach is for the
intermediary to point out that there is information on how to make tires, their
effect on automobile performance, their role in the national economy, or eval-
uations of tire performance for the retail buyer. This gives the user something
tangible to use as the basis for refining the question. In the public library, char-
acterized by a wide range of users and types of information, the primary inter-
mediary skill may be human interaction. In the special library, the intermediary’s
ability to pose questions in the user’s professional terms may be paramount.

14.3.2 Development of a Search Strategy

The next step for an intermediary, having achieved a statement of infor-
mation need, is to devise a search strategy. Chapter 13 covered this process in
detail.
14.3.3 Translation of the Need Statement into a Query

The query should reflect the strategy—such as an attempt to retrieve a
large, all-encompassing set or a minimal information seed pearl—and the need
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for feedback information. This translation is particularly difficult for end users
because knowledge of command languages tends to atrophy if not frequently
used. If the language was not learned well in the first place, it may be difficult to
frame a complex subject in unfamiliar terms. An intermediary, on the other
hand, may be current in several retrieval system languages.

In the Web based search engine environment the intermediary will have
some knowledge of the best search engines for coverage of particular areas, and
should be able to utilize the various advanced search capabilities without confu-
sion or delay. The intermediary’s knowledge of the search engine’s defaults will
allow an efficient query formulation.

14.3.4 Interpretation and Evaluation of Output

Evaluation will be discussed at length in Chapter 16. For now, let us rec-
ognize that this may be a critical function in the joint undertaking of the user
and intermediary. The user can probably casily assess the value of retrieved
records to himself or herself but may not be skilled at articulating the characteris-
tics of the highly valued records that distinguish them from others. The interme-
diary, on the other hand, once shown two sets of records, one highly valued,
one not, probably can express the differences in terms meaningful to the IRS,
i.e., in terms of record attributes and values. This, of course, is a form of non-
mechanized relevance feedback.

It is possible that an end user would not be present during a search, as was
often the case when questions for traditional systems were collected and searched
by the intermediary is then likely to evaluate output on the basis of subject relat-
edness rather than value, because he or she has to make the judgment based on the
stated information need, and cannot know what else, left unstated, was in the
mind of the user.

14.3.5 Search Iteration within the Strategic Plan

Generally, understanding the value of iteration, especially planned iteration,
comes with experience, hence represents another area in which an intermediary
can be of great value. It is as important to know when to stop as when to
continue.

14.3.6 Change of Strategy When Necessary

Still another area where an inexperienced user may be stymied is in rec-
ognizing that the initial search strategy, and possibly the statement of informa-
tion need, must be revised. Perhaps there is not enough information in the
database, or there is so much that a far more specific need must be established,
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or simply a recognition that the language of the database is different from the
language of the user and there must be a translation. Such is the case when a lay
person uses a highly technical database or a searcher encounters many documents
in a foreign language not understood. Helping an inexperienced searcher who is
knowledgeable in the general subject matter of the search but not the database,
and who has had an inconclusive search result, may be among the most difficult
tasks for an intermediary. What to do next is rarely clear in the case of an incon-
clusive result, and a user who does not appreciate the need for a change in direc-
tion, or who cannot point to the new direction, adds to the problem.

14.3.7 Help in Using an IRS

Modern software tends to come with built-in help and tutorial programs.
Some even have a form of help entitled something like, “How Do I . . . ?”
Unfortunately, a great deal of help is based on the assumption that the user will
be able to ask a question phrased in the system’s vocabulary. If the problem is
that the user does not know either how to perform some task or even what the
system’s designers called the task, the result can be quite frustrating. Here, again,
an intermediary can be of great help. If the intermediary is familiar with the soft-
ware the conversation can take place in a different manner than that between
user and system. The intermediary need not understand the content aspects of
the problem to render this form of assistance.

14.4

Automated Search Mediation

It has long been a dream of computer aficionados to have a computer that
could converse with a human as another human can, providing information on
demand, and asking insightful questions when necessary to understand the orig-
inal question. This, of course, has never happened, but we have made some
progress in that direction. Generally, success has been more likely when the
scope is limited. Here, we review first some background and then the functions
of a computer intermediary for information retrieval.

14.4.1 Early Development

Around 1980 we saw the first of what became a large number of computer
programs that performed some part of the intermediary role in a database search
(e.g., Benson and Weinberg, 1988; Marcus, 1987a, 1987b; Meadow et al., 1989;
Williams, 1984). A program playing this role has some advantages over a person:
it is always at hand when the user wants to do a search; it does some functions
fully automatically, not requiring the kinds of detailed input some users find
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frustrating or embarrassing to be asked for; and it can be less expensive than a
professional intermediary. On the other hand, it is hardly credible that a program
can better understand the user than can a trained intermediary operating in a
known subject domain. When the problem is really difficult, that level of under-
standing may be necessary; if the search problem is relatively trivial, it may not
be. A human intermediary should be far better, for example, at recognizing and
correcting an unpromising approach to a problem or recognizing uncertainty
and lack of clarity on the part of a client. It is most difficult for a program to rec-
ognize that the problem it has been asked to solve may be the wrong one. For
a program to do this, it would require, at minimum, that the program know the
true search objective—the ASK—as well as the user’s state of knowledge and
comprehension of the material being retrieved. When they first appeared on the
scene, computer intermediaries were generally programs that helped a person to
conduct a search, but not to formulate an information need statement or evalu-
ate the retrieval set.

Another form of intermediary was generally called a gateway. Such a pro-
gram would connect a user to any of several remote retrieval systems, possibly
also offering help in deciding which one to choose in formulating a query. After
some initial success in the early 1980s, these faded out of use, but have returned
with the Web, first as search programs or home pages that will link a user to
another site or program, and more recently as, again, programs that take a user’s
query to one or more other search systems and combine results. These meta-
search engines were briefly discussed in Section 12.2.1.

14.4.2 Fully Automatic Intermediary Functions

Intermediaries typically may perform the following functions fully auto-
matically on behalf of the user.

1. Translation of commands—Most intermediaries simplify target system
commands or make use of a single command language for all possible targets of
one intermediary.

2. Displays—An intermediary program can provide enhanced displays,
showing the same information as provided by the target system, but in a more
meaningful format or in a manner to make browsing easier.

3. Cost computation—Some intermediary programs compute the cost of a
search session on behalf of the user, a function particularly useful when the
searcher is an intermediary who must charge his or her clients for the cost of the
search.

4. Saving and recalling of searches—An intermediary program may simplify
saving, recalling, and editing of searches, or standard search components,
whether in the user’s personal computer or in the target system’s computer.
Saving, recalling, and editing in a local computer can save the time and cost of
performing the same functions online, in the target system.
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5. Post-processing—This term covers a wide range of functions that may
be performed on data retrieved by an IRS. They may range from formatting
records for easier reading by the ultimate recipients to performing statistical
analyses on the content of records. Moving these functions into an IRS, or
enabling an IRS to communicate with other software that performs these func-
tions, enables users or intermediaries to specify, all at one time, what data is to
be retrieved and what is to be done with it—how it is to be put into a form
that solves the original problem. As an example, a tenure committee could use
software that provides statistics on the number of publications of a candidate
and the average number of citations to those publications, by processing the
results of a search on the particular individual’s name in author and cited author

fields.

14.4.3 Interactive Intermediary Functions

The more advanced automated intermediaries, each in its own way, work
with the user to help produce a successful outcome. In this section we describe
a number of functions, recognizing that little is standard from one intermediary
to another.

1. Selection of a database—For the professional searcher, selection of a data-
base is not a highly challenging problem. Knowledge of the various databases is
part of the basic stock in trade. For the inexperienced searcher, however, it can
be a daunting prospect because there are so many and because documentation
of the differences among similar ones is skimpy. Hence, selection of the data-
base is a function performed by some intermediary programs. It might be done
by comparing a list of words in a natural language statement of the information
need with a list from a natural language description of the databases, i.e., com-
puting the degree of record association between the need statement and the
database description. If the first selection were not appropriate, the process
would have to be repeated. The difficulty, of course, is that determining what
is appropriate requires knowledge of the database or outcome of the search
or both.

The problem of database selection admits of no easy solution. There are so
many factors that bear on it, some being rather subtle, that it is not practical to
expect an inexperienced user to have either the patience or knowledge to make
the decision. As a practical matter, it makes more sense to limit the choice. This
is not entirely satisfactory because failure to retrieve useful information can be the
fault of the database choice, but also because the user who has not made
an informed decision may never know it. For this reason many intermediary
programs offer only a limited number of databases, usually restricted to a single
domain, such as medicine. A major problem of Web searching is that it is not
easy, for example, to limit a search only to the medical or computer science
literature.
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2. Formulation and editing of a query—This is the heart of most computer
intermediaries. A number of methods are possible:

(a) The query is written in natural language and the input is con-
verted by the program into another form of query.

(b) The query is written in a simplified or standardized command
language which is then translated into the command language of the tar-
get system.

(c) An expert system embedded in the intermediary provides a series
of prompts, using its own hierarchy, user-provided key words and phrases,
and its knowledge of the subject matter, to play a sort of “twenty ques-
tions” game with the searcher, as in Vickery and Brooks (1987). Thus, the
user need not explicitly write the query as a single statement or series of
statements.

(d) The intermediary offers a simplified structure, such as the con-
cept map, and assists in its completion by offering categories of search facets
(subject, author, etc.), automated look-up of terms in online indexes and,
while no guarantee against error, a reduction in the probability of the user
creating a query that cannot be executed (Meadow ef al., 1989).

(e) The intermediary offers direct advice to the user on how to
modify a previous iteration of a query, based on information it elicits from
the user as to the latter’s goal: more retrieved records, fewer retrieved
records, a higher precision ratio, etc. (Marcus, 1987a, 1987b).

(f) Use of retrieved records to compose the next query formulation.
This is a form of relevance feedback. The user identifies complete records
or, ideally, portions of records, which the system converts into weighted
key words for a query.

3. Interpretation of results—The closest we have come to having a program
evaluate results, or help a user to do so on the basis of content, is the use of the
related techniques of relevance feedback (Section 11.5), set analysis (Section 8.3.1),
and the use of retrieved records for reformulating a query (Section 11.3.4). The
help is indirect, but it does focus the user’s attention on which records are preferred
and in some cases why, 1.e., what attribute-value combinations may be of use.

It is important and useful for a user to make some kind of statement
about the output of a query: what was valued and what was not, and why. A
skilled human intermediary can greatly help the process and can probably out-
perform a program doing the same task but it is not always possible for the user
to find an intermediary skilled in the user’s special field of interest. Hence,
work continues on the development of ever more intelligent search assistance
systems.

4. Revision of a query—In relevance feedback, the user is asked which
records are most relevant or valuable. In most implementations reported, the
assumption is made that it is subject that is of primary importance, hence
subject-defining words and combinations are weighted and used to revise the
query. But it might have been the author or place that was of interest to the user.
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Set analysis provides users with the raw data to make their own decisions
as to what attributes are most important, and provides information about values
of those attributes. The user, seeing information about the composition of a
retrieved set, then can decide what changes to make in the query, although more
detailed effort is required.

Use of a retrieved record for reformulation is much like relevance feed-
back, but the user does not rate each individual record. Instead, a single model
record is selected and possibly only a portion of it. Thereafter, the system’s
actions are much like those in the relevance feedback method. Terms or values
must be extracted from the indicated portion of a record and used as the basis
for the new query. The user does not explicitly identify words or individual val-
ues of high or low weight. Some Web search engines incorporate spell-check-
ing software and suggest possible alternatives to unrecognized entries (“George
Quashington. Did you mean George Washington?”), as form of assistance not
traditionally available.

5. Help in understanding the retrieval system—Only relatively recently in the
history of computers has serious attention been paid to the need to inform a user
of what 1s happening with the hardware and software, i.e., how the system is
operating. The modern approach (Forsyth, 1984) is to have an expert system
explain its actions as it performs them. Thus, if the intermediary is selecting a
database or deciding how to revise a query, it would explain its actions, teach-
ing the user as it did so. The intermediary expert system could also be used to
diagnose the manner of use of a system and offer help in explaining to the user
why certain actions had the results they did.

14.5
The User Interface as a Component of All Systems

In most systems, especially the older ones, there is only one way by which
the user and the IRS communicate with each other. There is one language and one
set of feedback messages. A few older systems offered minor variations, such as
allowing for shortened versions of commands or abbreviated system response mes-
sages, at the user’s option. Some offer a choice of a command language or a menu
system and at least one offered users the option to rename the commands of one
language to make them look like another. The reason why independent front ends
exist is the demand by users, or perceived demand by developers, for more options.

Regardless of the degree of user option, however, every IRS has a user
interface in that it has an associated language, a language or query interpreter
program, and a set of messages providing system responses and feedback. All that
is fundamentally new in front end software is the set of options given to users.
Many of the front end or gateway functions described here could easily be pro-
vided by the target systems.
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Separate front ends have never become large scale commercial successes, and
there is no apparent trend in that direction. Most Web search front ends offer two
interfaces: a simple term entry box and an advanced form that provides traditional
user controlled Boolean operations. Some offer controlled term choices as a prior
limitation to the simple search. A possible direction for future development is for
all information retrieval software to be so designed that an independently devel-
oped user interface can be attached easily. In effect, this means designing software
that has a standard interface with other software. In that way, a user could buy (or
rent by the minute) any retrieval software and also buy or rent any user interface.
‘While such interchangeability among software products has never been a charac-
teristic of the computer industry, comparable interchangeability is found in other
industries, from automobiles (standardized sizes for tires, spark plugs, and the like)
to air travel (interline transfers and exchange of tickets).

Many a teacher has tried to explain to technically oriented students who
disdain to learn expository composition that it is of little value to have good ideas
if you cannot make others understand them. So, we may reach the point where
software developers come to the same conclusion: good functionality is not of
much benefit to people who cannot understand how to use it. Nonetheless, the
trend appears to be toward simplicity from reduced options, rather than clever
interfaces. That brings in more business; does it get better results?

14.6
The User Interface in Web Search Engines

Since Web search engines are designed for the untrained end user they
tend to be simple in the extreme. Web pages that provide an interface to exist-
ing traditional IRS tend to be more complex since they need to provide the
capabilities of the original command language. However, the Web search engine
standard of simplicity has its effect on these interfaces as well.

For example, while the popular AltaVista (http://www.altavista.com/) and
Google (http://www.google.com/) engines provide a simple uncluttered screen
that allows the searcher to enter terms in a box for searching, and provide links
to advanced search and some other speciality services, the PubMed page (http://
www.ncbi.nlm.nih.gov/entrez/query.fcgi?DB=pubmed) of the National Library
of Medicine, which allows searching of the MEDLINE database, among others,
is too large to view in a single display without scrolling. However, it does pro-
vide a single simple box at the top of the page for term entry. Beneath the box
are these instructions:

Enter one or more search terms, or click Preview/Index for advanced
searching.
Enter author names as smith jc. Initials are optional.
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Enter journal title in full or as MEDLINE abbreviations. Use the Journals
Database to find journal titles.

Above these instructions are tabs which allow one to set limits by dates, lan-
guages, publication types, etc., move into advanced search where searches are
assigned searchable set numbers and Boolean operators may be used, get a his-
tory of searches run so far, and move desirable items to a clipboard. These menu
capabilities essentially allow one to duplicate the power of the original command
driven interface.

The Google (http://www.google.com/advanced_search?hl=en) and Alta
Vista (http://www.altavista.com/Web/adv) advanced search pages also require
scrolling and supply most of the capabilities of a traditional IRS like MEDLINE
or Dialog, that is to say, stemming, phrase search, date limitation and of course,
the use of Boolean operators. These capabilities will be described in more detail
in the next chapter.



15

A Sampling of Information Retrieval
Systems

15.1

Introduction

There are a great many information retrieval systems (IRS) in current use.
Only relatively recently have significant differences among them begun to
appear. The differences tend to be in the language used to query the systems and
the functionality permitted by the language and database structure. Specifically,
whether or not a system is accessible through the World Wide Web does not
directly affect the method of query. The query languages are overwhelmingly
either based on Boolean algebra or the so-called natural language queries. We
say “so-called” because they may invite the user to state a question in natural lan-
guage, but may make no attempt to understand what the question means. In
most operational cases Boolean algebra is used to form a set from an inverted
index and the remaining processing simply orders the items returned, rather than
carrying out a linguistic analysis. One reason for the limitations on Web searches
is the lack of well-defined structure of records. As XML and such efforts as the
Dublin Core gain popularity, we may see significant improvement in the iden-
tification of specific elements of a Web document.

Overwhelmingly, the systems treat natural language as simply a list of
words, but there are differences in how they do it. Information retrieval lan-
guages are almost universally descriptive or non-procedural in that they describe
the output desired, not the steps needed to produce it.

With all retrieval systems, we often want the ability to retrieve relevant
material while suppressing the non-relevant. Unfortunately, we have no way to
know which or how many Web sites or documents in a database are relevant to
any search. Thus, we can never be sure that we have good recall. However, it is
unlikely that a user of a Web search engine would want to use the Web to find
every site on a particular subject. To achieve a high recall search, we would need
to OR together a large number of the terms matching those extracted by most
search engines since the use of controlled vocabularies is rare on the Web, and
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certainly not consistent across sites when it is present. Most search engines build
their index by scanning site pages word by word although some scan only titles.
Hence, the searcher may have to try a large number of alternative words or
spellings, which risks retrieving a large number of irrelevant documents. Each
engine will crawl, and therefore index, a varying number of sites, and to some
extent different sites. Some engines incorporate spell checking-type software and
suggest possible alternatives to unrecognized entries. Outside their advanced
modes of operation most Web search engines collect by default either the inter-
section of all sites that are indexed with the query terms or the disjunction of all
such sites. Thus, the default search for all entered terms in Google and Hotbot
is an AND relationship, but with Infoseek and AltaVista the OR relationship is
implied. Whichever default is used, while the AND will be significantly smaller,
the large size of the typical retrieved set means that the real practical problem in
Web topical search is precision not recall, and the algorithm that orders the
resulting large retrieved set is crucial to success. A review of search engine capa-
bilities and design may be found in Schwartz (1998).

The classic method of increasing precision is to require that multiple terms
appear in the same document, or in the Web case, site. This means ANDing a
meaningful number of terms together on the assumption that each must be pres-
ent for relevance to be established. This can be done by using phrases, but this
solution will not be available from all search engines. Increasing precision can be
done even more effectively by requiring that words extracted from text appear
a certain number of words before or after one another in the text considered and
some engines provide this capability to varying degrees. Kostoff ef al. (2006) sug-
gest an interesting method of forcing such adjacency searching in IRS, that do
not explicitly provide it.

The ordering algorithms normally will move items containing the largest
number of the query terms to the top of the display list. This has the effect of
ranking the AND operation’s results before those brought in by the presence of
single query terms by the OR. Weights based on the number of times a term
occurs in a document, or perhaps also in the anchor terms of its in-links, are also
commonly used in ranking following the vector space model. Where the AND
operation is the default, a term weighting is a common ordering device, but
value ranks based upon click through counts and in-links are also utilized.

The systems reviewed below represent an attempt to describe the range of
systems available, and are not proposed as approaching a comprehensive list.

15.2
Dialog

One of the oldest of the online retrieval systems, Dialog became a public
service in 1972. For many vyears it offered users only one language, Boolean,
based on a small number of simple commands. Its primary users were assumed
to be librarians and other professional searchers. Over the years, variations have
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been introduced to meet the needs and skill levels of different classes of users.
We review the basic Boolean language, a newer approach using natural lan-
guage, and Dialog on the Web.

15.2.1 Command Language Using Boolean Logic

The essence of what Dialog’s basic language can do can be shown in six
commands: BEGIN, EXPAND, SELECT, DISPLAY, PRINT, and LOGOFF. Our explana-
tions will omit some of the subtlety of the language and concentrate only on the
most important usages (Successful Searching on Dialog, 1998). Some of these com-
mands have been illustrated previously (Figs. 7.3, 11.1, 11.2, 11.3, and 12.1).

1. BEGIN—This command serves two functions: it signals the beginning of
a new search and it conveys to the system the name or number of the file the user
wants to search. It has a single argument or a list of similar arguments, the file or
database names or numbers; for example, BEGIN 1 designates the ERIC database.
BEGIN 1, 11 opens both ERIC and the Psychological Abstracts databases. In gen-
eral, in Dialog, when members of a list are separated by commas, it has the effect
of the Boolean OR, meaning here that we are opening any file having number 1
or 11 or both. If a search was already in progress, BEGIN resets such variables as
the last set number created, but not the accumulated cost for the session.

2. ExPAND—This is the command for displaying part of the inverted file.
It, too, has a single argument, although that may consist of a string containing
more than one word. Whatever the argument, Dialog looks it up in the inverted
file and displays, as a default, 12 terms, in alphabetical order, with the search
argument in position 3. This gives the user a look at words or terms whose
spelling is near that of the command argument. Indeed, the MEDLINE service
calls their version of this command NEIGHBOR. Figure 7.3 showed the result of
the command EXPAND TESTING in ERIC. A search for an author, or for certain
attributes other than subject-related ones, must be preceded by the abbreviation
of the attribute and the symbol =, as to search for Charles Davis as author, enter
EXPAND AU = DAVIS, CHARLES. Figure 11.1 showed another example of this
command.

3. seLeEcT—This is the set-forming command. Without it the IRS cannot
retrieve records from the main file. The command results in the formation of a
set and sending the user a message stating how many records were in the set. The
syntax is a bit complex. An example of its use is in Fig. 11.2. Here are some
forms:

SELECT TEACHER Single search term as argument. This might create set 1.

SELECT $1 AND PUPIL Boolean combination of a previously defined set (S1)
and a new term. Another new set is generated.

SELECT (PUPIL OR STUDENT) AND TEACH? This shows the use of parenthe-
ses to group terms and of the truncation function. The command calls for records
containing either PUPIL or STUDENT and also having a word beginning with the
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letters TEACH. More exactly, TEACH? defines a set that is the equivalent of one
defined as the union of all sets having a word beginning with TEACH.

There are two versions of SELECT. One creates a numbered set only for the
final result of all the Boolean operations called for by the command, and another
creates a set for each term used in a Boolean expression as well as for the final
result. For example, in the basic form at the start of a search, SELECT STUDENT
OR PUPIL results in creation of set number 1 for the union of the sets for STU-
DENT and for PUPIL. The second form called SELECT STEPS (SELECT STEPS STU-
DENT OR PUPIL) would result in three sets: set 1 for the STUDENT records, 2 for
the PUPIL records, and 3 for the union of sets 1 and 2. The latter form saves time
and money in revising a set later if; say, the user wanted to use only PUPIL in a
revised query. But saving many sets adds to the cost of a search, so a compro-
mise should be reached.

4. pispLAY—Once a set has been created, using a SELECT command, its
records can be displayed on the user’s computer. There are three arguments,
specifying the set selected, the format desired, and the particular records within
the set. Here are some forms of a display command:

DISPLAY $2/T1/1-5 Display records 1-5 of set 2, showing only the attrib-
ute title.

DISPLAY $4/5/1,4,8 Display records 1, 4, and 8 of set 4, using a format (5)
predefined by Dialog, the meaning of which may vary from one database to
another.

5. PRINT—This command asks Dialog to print records oftline, on its own
printer, and send them to the user by what was once the more economical post
or by electronic mail. With modern telecommunications facilities there is less
need for such a command but it still has value. The arguments are the same as
for DISPLAY.

6. LOGOFF—This command ends a search session. If the user wanted only
to end one search and begin another, the BEGIN command would be used.
(BEGIN denotes the beginning of a new search and the end of the current one, if
any.) LOGOFF also terminates the communication connection between the user’s
network and Dialog, although the user may remain connected to the network
for other purposes.

15.2.2 Target

In this mode, entered anytime after database selection by issuing the
TARGET command, Dialog allows the user to enter a “natural language”
query. Actually, it is simply a word list as we have suggested is often the case.
The query is converted into a Boolean expression with common words omitted
and the remaining words ORed together. The retrieved set is then ranked
according to the number of query terms found. A maximum of 50 records will
be placed in the retrieval set. Figure 15.1a, b is a simple example of such a search,
slightly simplified from the original. We may hit RETURN after a search to display
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Input search terms separated by spaces (e.g., DOG CAT FOOD). You can
enhance your TARGET search with the following options:
— PHRASES are enclosed in single quotes (e.g., ‘DOG FOOD”)
— SYNONYMS are enclosed in parentheses (e.g., (DOG CANINE))
[In effect, an implied OR between terms.]
— SPELLING variations are indicated with a ? (e.g., DOG? To search
DOG, DOGS, ...)
[ This is a truncation symbol.]
— Terms that MUST be present are flagged with an asterisk (e.g., DOG
*FOOD)  [A form of weighting of query terms.]

[ The searcher, after reading this, enters a query.]
DIALOG TARGET SEARCH

|Below is the first part of the Dialog response.]
Your TARGET search request will retrieve up to 50 of the statistically most
relevant records.
Searching ALL records
...Processing Complete
Your search retrieved 50 records.

[The user now asks to see records, the first three of which are shown in
Figure 15.1b.]
Figure 15.1a
A Dialog TARGET search. This shows the instructions given by the user, a sample query

(DIALOG TARGET SEARCH), and the first response to the query. Reproduced courtesy of
Dialog Corp.

results, or customize the display prior to executing it by choosing the customize
option. The system will display the current defaults, and provide a menu to allow
us to modify them. As we can see, the documents are ranked by the total num-
ber of query terms found. A word repeated twice counts as if it were two words
occurring once each. This figure and the others to follow in this chapter repro-
duce the essence of the Dialog displays but not every detail.

The set produced by a target search may be used as any other Dialog set,
but it should be remembered that it is limited to 50 documents and Boolean
combinations with other sets will lose any value that the ranking of the docu-
ments provides. Also note that the user is not given the exact basis for ranking.

As we can see from the example in Fig. 15.1a, b, this language option can
be used by quite inexperienced searchers.

15.2.3 DIALOGWeb: A Web Adaptation

The more traditional information retrieval services are now making their
database searching facilities available by way of the Web. We can go to the
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Target Response
DIALOG-TARGET RESULTS (arranged by percent RELEVANCE)

——————— Ttem: 1 —--------—-mm
DIALOG(R)File 438:(c) 2006 The HW Wilson Co. All rts. reserv.

Translated Title:
Aiming at *Target --a study of *Dialog ‘s *Target function
Tidskrift for Dokumentation (Tidskr Dok)
19950000
- Statistical Relevance: 99
- Term Frequency: TARGET - 4 ; DIALOG -0 ; TARGET -4 ; SEARCH - 0

——————— Item: 2 ——--------— oo oo
*TARGET --kan det bruges? En oversigt over TARGETs muligheder

Translated Title:

*TARGET --can it be used? An overview of *TARGET ‘s possibilities
DF-Revy (DF-Revy)

19960500

- Statistical Relevance: 89

- Term Frequency: TARGET - 3 ; DIALOG - 0 ; TARGET - 3 ; SEARCH - 0

Item: 3
Testing natural language: comparing *DIALOG, *Target, and DR-LINK; traditional
Boolean searching vs. intelligent text processing systems

Online (Weston, Conn.) (Online)
19961100
- Statistical Relevance: 89

- Term Frequency: TARGET - 1 ; DIALOG - 2 ; TARGET -1 ; SEARCH - 0
Figure 15.1b
This shows selected portions of some of the records retrieved as a result of the query of
Fig. 15.1a. The user may specify different formats for the output. Note that these records
are in order by “statistical relevance,” i.e., the number of occurrences of the query terms
in a record. Reproduced courtesy of Dialog Corp.

Dialog site, the National Library of Medicine site, or the OCLC site and make
use of their sophisticated search engines and authoritative databases. This is not
a means to search for other Web sites, but a use of the Web to access services
that provide more traditional information retrieval.

Dialog can be reached by telephone and modem, either directly or by com-
mercial data packet network, using the DialogLink software communication pack-
age it provides, or by using this same software to establish an Internet connection.
World Wide Web access is also available by way of a regular Web browser.

DIALOGWeb offers Internet access to the regular Dialog search system
that allows the interaction just described, but also provides a Guided Search
option (DialogWeb, 1998). The first page (Fig. 15.2) is a broad category display.
Clicking on one such category (NEWS in the figure) results in the more detailed



15.2 Dialog 307

¥elcome to DialogWeb — to start searching, select a category

O Business O News
Company Directories, Company Financials Today’s News, Global News (English-
and Reports, Countries and Regions, ... Language Sources) News by Region,
Other News
O Government O Reference
United States, Worldwide, Other Sources Books and Other Reference Sources

Directories, Online Searching, People,

Places and Events

O Intellectual Property O Science and Technology
Copyrights, Patents, Trademarks Company Directories, Industry and

Markets, Products, Research and
Development, ...

O Medicine and Pharmaceuticals O Social Sciences and Humanities
Company Directories, Industry and Humanities, Social Sciences, Other
Markets, Products, Research and Sources

Development, ...

Figure 15.2

Dialog Guided Search—broad category display. This panel shows the initial display of a
hierarchy of subject categories. Phrases under the headings denote links to more detailed
displays. We assume that the user has selected News, shown in the next figure. Reproduced
courtesy of Dialog Corp.

Categories

Today’s News News by Region
Global News, (English Language Americas, Asia-Pacific, Middle East
Sources) and Africa

Other News

General Interest Magazines, News Wires,

TV and Radio Transcripts
Figure 15.3
Dialog Guided Search—Detailed category display for Guided Search. The category News
is expanded to the sub-categories shown, and may be yet further sub-divided. Again,
underlining indicates categories that may be selected for further detail. We assume
General Interest Magazines. Reproduced courtesy of Dialog Corp.

display shown in Fig. 15.3. Clicking on a low-level category results in a display
of a category-specific search form, which is shown in Fig. 15.4 and is used for
full text searching in magazines. Figure 15.5 summarizes the results statistically,
showing the number of records retrieved, the result of a sort, and the number
remaining after duplicates have been removed. Searches entered here result in a
sets of documents whose text can then be displayed. These sets are retained for
modification.
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Search Form
Search for ELECTRONIC(1W)COMMERCE In
All subject words
Restricted to Records Having Text with = 1,000 words
X Language

Records Having Text with < 1,000 Words

Published from 2005 to 2006 NYYYYMMDD or YYYY)
Produce List of Author/Byline
Figure 15.4.

Dialog Guided Search—Search Form display. We have now reached the point where the
searcher must supply search terms, in this case ELECTRONIC COMMERCE as a subject, to
appear anywhere in the text. Business Week had previously been selected as the magazine
to be searched, and 2005-2006 as the date range. An option is offered to allow browsing
within the retrieval set by author and by byline. Reproduced courtesy of Dialog Corp.

Select Set Searched for In Records

o S1 ELECTRONIC(1W)COMMERCE All subject words 327
and Restricted to Language
And Published between 2005 and 2006

o S2 Sort S1/1-500/PD,D 327
o S3 Unique items 323

Figure 15.5

Dialog Guided Search—Search History display. This search has retrieved 327 items that
may now be displayed to the user on request. A command has been given to remove
duplicates and a SORT command puts the retrieved records in descending
order by publication date (PD) and in descending order (D). Reproduced courtesy of
Dialog Corp.

15.3
Alta Vista

One of the most popular of the World Wide Web search engines, Alta
Vista, like Dialog, offers more than one level of command language to suit the
needs of different users. Originally designed by Digital Equipment Corporation,
which merged into Compaq Computer Corporation, Alta Vista is now a divi-
sion of Overture Services, Inc. of Sunnyvale, California (www.altavista.com). It
provides powerful advanced search capabilities as well as a characteristic simple
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search interface. Alta Vista, like most Web search engines, will allow the entry
of only one set definition to be in use at a time and does not retain the retrieved
sets of previous searches for reference in new queries. But, the searcher may edit
an existing query, or re-enter from scratch. Alta Vista uses the NEAR operator to
search for terms physically close to one another in a page’s text. Traditionally,
this has been the most effective method of increasing precision in free text sys-
tems. Before reviewing the advanced Alta Vista features we will review the
default searching template.

15.3.1 Default Query Entry Form

In its typical entry form the Alta Vista engine expects a user to type a
word or phrase or a question in natural language, and then click SEARCH or press
the ENTER key. To require that the word appear in all retrieved records, attach a
“+7 to the beginning of the word. Otherwise, selection may be based on the
appearance of any of the query words. Negation can be indicated by a “—”
before a term, i.e., this term should nof appear. An exact phrase may be entered
enclosed in quotes, e.g., “EXACT PHRASE” would only retrieve documents in
which those two words appear in the indicated positions relative to one
another. All entered words will be considered search terms except for those
appearing on a stop list.

The use of certain key words followed by a colon identifies attributes of
certain HTML tags. This is rather like the use of field qualifiers in traditional IR
systems. Here are some examples.

ANCHOR: <TEXT>>, where <TEXT>> is any word or phrase, will find that
text only if it is in the anchor of a hyperlink.

APPLET: <<CLASS>, where <<CLASS>> is any java applet name, will locate
pages using that applet.

DOMAIN: <DOMAINNAME>>, where <DOMAINNAME>> is the last portion
of the URL, e.g., ORG or coMm, will limit a search to pages within that
domain.

HOST: <NAME>, where <NAME>> is the URL for a specific computer,
will limit hit pages to those on that machine.

IMAGE: <FILENAME>> will limit searches to pages which have images with
a particular file.

LINK: <<URLTEXT>> will find pages which have links to the specified URL.

TEXT: <TEXT>> limits the search to pages where the string in TEXT appears
outside of links, URLs, and image tags.

TITLE: <TEXT>> requires the text to be in the title tag, and

URL: <TEXT>> requires the text to be in the URL, that is to say, in the
host name, path, or filename.

The DOMAIN and URL keys allow for searching the Web for sites only a
portion of whose complete address or URL is known. The equivalent in tele-
phone directory searching would be to allow searching for anyone living at
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number 365 of any street, or anyone in a given city and state. These, of course,
would only be meaningful if combined with other information. Alta Vista also
allows limits to pages of a particular language by way of a selection list on the
search form.

Use of lower case eliminates case sensitivity. Capitals in a search string are
assumed to be required. An asterisk (*) is a multi-character right truncation sym-
bol. Alta Vista ignores punctuation except to interpret it, along with blank space,
as a separator for words. Another typical search engine feature present in Alta
Vista is a document ranking scheme which will normally select the union of sites
with query terms present, and then rank those sites on the basis of the number
of such terms in each site’s text, as we saw above in Dialog Target. In other
engines this may be a simple term appearance ranking, or in some a complex
weighting algorithm may be used.

15.3.2 Advanced Search Form

If there is a need to find documents within a certain range of dates or to
do some complex Boolean searching in the vein of the traditional IR system,
Alta Vista offers advanced search mode. The operators AND (&), OR(]), AND
NOT(!), and NEAR(~) are recognized and available for use if the advanced search
form is selected for entry. NEAR returns pages with both of its arguments present
and within 10 words of one another. Two entry fields for date ranges appear on
the advanced search variant, in which dates in the form of two-number days,
three-letter months and two-number years, e.g., 21/MAR/96, may be entered to
indicate both a starting and stopping date. This range selects upon the last mod-
ified dates of pages retrieved.

The Boolean queries are entered in their own search box on the
advanced template. In advanced search, no ranking is imposed by Alta Vista on
retrieved pages unless words are listed in the separate ranking box on the search
form which would have been used to enter the search on the regular form.
Such words need not appear as Boolean search terms and their presence will
be used to organize the display list generated by the Boolean expression in the
other box.

Some search engine providers choose to index only the sites they feel are
sound. There are over 100 search engines active, although some consolidation of
the players seems likely over time. Problems common to existing search engines
include the general lack of ability to insure the accuracy and authority of what
is found, and strangely, a possible lack of currency of information in that some
sites are updated infrequently if at all. Alta Vista, and many others, do not eval-
uate sites in any way. Table 15.1 shows the results of several variations on a
search for the subject INFORMATION RETRIEVAL using both the default and
Boolean forms. Also shown are the number of hits for each query and they are
listed in descending order of this number.
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Table 15.1
Variations on queries to Alta Vista

Query Result
INFORMATION ‘NO MATCHES FOUND’
INFORMATION RETRIEVAL 389,210
RETRIEVAL 389,217
RETRIEVAL OF INFORMATION 389,217
RANKING ALGORITHMS FOR THE RECORDS IN
INFORMATION RETRIEVAL 978,952
INFORMATION (B) 31,134,183
INFORMATION OR RETRIEVAL (B) 31,227,132
INFORMATION AND RETRIEVAL (B) 360,165
INFORMATION NEAR RETRIEVAL (B) 180,536
“INFORMATION RETRIEVAL” 87,545

Note: These queries were all run on the same day. If repeated on a different day, the figures would
be difterent. Those queries without infixes were sent using the default form. INFORMATION is treated
by Alta Vista as a common word. If used alone, it reports that no matches were found. If used in
conjunction with RETRIEVAL the result is the same as if RETRIEVAL alone were used. When used as
the sole term in a Boolean query (marked B), we got over 30 million hits. There is a slight difference
between the numbers of hits for RETRIEVAL OF INFORMATION and INFORMATION RETRIEVAL,
indicating an inconsistency in treating common words also produces large numbers of hits.
INFORMATION OR RETRIEVAL gets a large number, but AND and NEAR do better, but even the highly
restrictive INFORMATION RETRIEVAL presents the search with a formidable browsing task. This is
more an indication of the effects of the magnitude of the World Wide Web than of any problem
with Alta Vista.

15.4
Google

As we write, Google is the most popular Web search engine. The open-
ing page is strikingly simple, consisting of a query box and links to the
advanced search section, certain searching preferences like language and dis-
play size, and links to specialized databases for images, interest groups, news,
product location, and scholarship. Entered character strings are spell checked
and if a more common spelling on the Web appears it is suggested as a possi-
bility. Entered terms must all be present in the default and entry order will
affect the ranking of results. However, stemming is attempted on entered terms
and variants will be ORed in the query. Phrase searches are acceptable if
entered in quotation marks.

15.4.1 Web Crawler

The Google crawler does more than create its indices. “Google takes a snap-
shot of each page examined as it crawls the Web and caches these as a back-up in
case the original page is unavailable. If you click on the “Cached” link, you will
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see the Web page as it looked when we indexed it. The cached content is the
content Google uses to judge whether this page i1s a relevant match for your
query . . . . Terms that match your query are highlighted on the cached version
to make it easier for you to see why your page is relevant (Google Help Center.
Cached Links. http://www.google.com/help/features.html#related).

15.4.2 Searching

Google searches 12 non-HTML formats including PDF documents,
Microsoft Office, MacWrite, PostScript, WordPerfect, and Lotus 1-2-3 and
permits viewing of such pages converted to HTML so that the relevant soft-
ware is not required. Adding the qualifier filetype:***  where *** is an indi-
cation of document type, to terms in the query box will restrict a search to that
file type.

In a similar manner the qualifier site: preceding a site wide URL will limit
any search to that site alone. Sites in major western languages are available in
English translation. The qualifier define: will try to find a definition for the
words or phrases that follow it.

Search of a telephone number will result in the phonebook listing, making
Google an effective reverse telephone directory. Stock market symbols will pro-
vide a very recent price quote as well as company information. A city name and
street address will result in a link to map services which can provide a map locat-
ing that address. The three-letter code for an airport followed by the term “air-
port” will result in information on weather and delays. The term “weather” and
a city name will provide a forecast. A similar pages command associated with a
particular retrieved surrogate will find other similarly indexed pages.

Google is now building a print index which indexes the words of a very
large number of books in the public domain, and, with more limited display
access, many that are not. A buy this book link will lead to a book seller offering
the volume.

15.4.3 Google Advanced Search

By clicking on advanced search one reaches the advanced search page at
http://www.google.com/advanced_search?hl=en. There one finds boxes which
will retrieve only pages with all of the words entered, with the exact phrase
entered, with at least one of the words entered, and without the words entered.
Also present are pull-down menus which will limit a search by language, format,
time since last crawl, a sparse set of HTML tags, and to within, or not within, a
particular site or domain. It is also possible to enter a page URL and retrieve pages
that link to it, or are similar to it.
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15.5
PubMed

PubMed is a free access Web-based retrieval system developed and subsi-
dized by the National Center for Biotechnology Information (NCBI) at the
National Library of Medicine. Its database contains bibliographic information
drawn primarily from the life sciences literature, including the over 10 million
citations in medline and premedline. The database provides links to full-text
articles at participating publishers Web sites, as well as links to other third party
sites such as libraries, sequencing centers and the integrated molecular biology
databases maintained by NCBI. (National Library of Medicine, 1998, PubMed
Tutorial http://www.nlm.nih.gov/bsd/pubmed_tutorial/m1004.html).

The initial page is quite busy, with a sidebar showing links to PubMed’s
help, a FAQ section, and other services, but does contain a query box where
one may enter search terms, and a features bar with access to additional search
features. The page also includes a link to the Enfrez cross-database search page
where a search can be run simultaneously across all NCBI databases.

The feature bar below the query box allows the imposition of limits by date,
gender, age, language, or field label. It will also permit the preview of the postings
a term will generate by a view of the inverted index, a history of previous searches,
a view of the PubMed translation of a search, and initiates clipboard manipulation.

To search PubMed, one enters search terms in the query box.
Interestingly, PubMed does not necessarily search only the terms entered. While
any combination of search terms can be typed in the query box, PubMed uses an
automatic term mapping feature to search for terms entered without a field label.
When a search is initiated after term entry, PubMed will look for a match in a
Medical Subject Headings (MeSH) table, then in a Journals table, then a Phrase
List, and finally in an Author Index. A match terminates the process by ORing
into the search the found controlled heading, and for MeSH terms, the more
specific terms underneath that heading (if there are any) in the MeSH hierarchy.
This is referred to as exploding the term. Should translation fail, terms are
searched in all Fields and ANDed together.

Term mapping can be bypassed if terms are entered as phrases in quotation
marks, as hyphenated terms, or should a truncation symbol or field label be used.
If a phrase cannot be found in the automatic mapping process it is parsed into
individual words which are individually automatically mapped.

The retrieved citations are displayed in a format including author, title, and
source information. Icons indicate the presence of an abstract and availability of
free full text. Results are displayed in batches of 20. Other formats are available
for selection, including the original MEDLINE-tagged field format, expected by
bibliographic management software. Author, journal title, and publication date
sorts are available and searches may be stored for future use. Citations can be sent
for printing, to a file or to a clipboard for editing, or to an e-mail address. A doc-
ument ordering service is also available.
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15.6
EBSCO Host

EBSCO Host is an example of a locally subsidized IRS. EBSCO, a ven-
dor of books and journal subscriptions for libraries, has created a system for elec-
tronic subscription to journals available in that form, and supplemented it with
an IRS that allows location of journal articles, linkage to their full text, and pay
per view access to those not available in the supplied library’s collection.

Libraries that subscribe have access to over 150 databases and full text of
citations identified in these resources may be retrieved electronically if available
in that library or in other EBSCO databases or other publishers who have agreed
to participate. The Academic Search premier package provides access to 3288
scholarly publications, and contractual agreements for various levels of coverage
are available. A library’s contract price will be affected by the degree of electronic
access subscription, as well as the library’s utilization EBSCO’s journal manage-
ment services. Our interest is in the IRS portion of the package, which is a
powerful Web-based retrieval system available without cost to any registered
patron of the subscribing library, both on-site and off-site.

The initial search screen presents a toolbar which includes functions that
are available at all times during a search session. These include buttons for “new
search” which will return to the initial default search screen; “view folder”
which allows the user to view a personal folder which is cleared at session end
unless the user signs into the system establishing a permanent file; “preferences”
which permits a change in the Result List format and number of results per page;
“help” which opens an online help manual; plus an “exit” or “home library
graphic” which will close EBSCO Host and return to the library’s home page.
The lower portion of the toolbar, depending upon contractual options, will dis-
play drop-down menus for Keyword, Subject, and Publication authority files,
and a list of language options or the screens. Tabs on the bar allow choice of
basic or advanced search modes, a new database selection and shifting to other
non-search services.

The basic search screen supplies a Find box, in which terms may be entered
and automatically checked for commonly misspelled words and alternate spellings
suggested. Keywords are the assumed default. Without the use of limiters or
expanders, when a user types in a term, EBSCO Host looks for that term as it was
entered. EBSCO Host will assume adjacency searching and look for multiple
words as an exact phrase. Quotation marks are not necessary to perform an exact
phrase search but may be used. One may use Boolean operators, field codes, trun-
cation (*), and wildcard (?) symbols when performing a Basic Search. All results
are in reverse chronological order, beginning with the most current item.

A tab on the results screen allows the refinement of the search by present-
ing a page of options that limit a search by date ranges, appearance in peer-
reviewed journals, and availability in full text. Search expansion is also possible
by changing adjacent terms to ANDed terms, searching the full text of articles
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rather than default fields, and the automatic inclusion of synonyms and plurals.
Parentheses may be used to modify the left to right execution order.

Advanced search allows the specification of field labels from drop-down
lists to limit terms, search for cited references, and also from the Advanced
Search Screen, one can save, retrieve, and reuse advanced searches which can be
viewed from the Search History/Alerts Tab. New searches can consist of com-
bined or modified searches. One may save a search history for later retrieval or
set up an SDI which EBSCO calls an Alert. To save material, an individual must
be identified by signing on to “My EBSCO host,” a personal folder for Result
List items, persistent links to searches, saved searches, search alerts, journal alerts,
and Web pages. After signing in, a “MY” banner is displayed to indicate a per-
sonal folder exists which may be saved from session to session. Charges go to
either an individual or the subsidizing institution. The results of Alerts may be
e-mailed to the user directly. Items identified from search results may be moved
to storage in the folder.

15.7

Summary

After many years of ignoring methods that were developed in research
such as that by Salton, commercial systems, particularly those on the Web, are
now using advanced searching methods that allow for use of natural language or
something close to it, as well as recognizing specific attributes in a document.
Making use of word association techniques enables an IRS to improve an orig-
inal query. The World Wide Web still suffers from a general lack of record struc-
ture, that is the ability for a search program to recognize an attribute value and
select accordingly.
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16

Measurement and Evaluation

16.1

Basics of Measurement

A measurement is a comparison of a quantity with a standard. A traditional
example is the meter, originally defined as one ten-millionth of the distance from
the equator to the North Pole. For many years the official standard was a metal
bar maintained at a controlled temperature and atmospheric pressure at the
International Bureau of Weights and Measures in Sévres, France. The practical
definition of a meter was a length equal to the length of this bar. In more mod-
ern times the meter was redefined as 1,650,763.73 times the wavelength of one
spectral line of an isotope of the element krypton.

A metric is a defined quantity or quality that can be measured, but in
common usage measure may refer to either the metric, the process of deter-
mining its value, or the value itself. A wvariable is an attribute of some entity
whose value can vary and whose values may be measures. It may be numeric
(length) or alphabetic (name). Length is a metric and is one attribute of a table
top, measured by comparing the longer dimension of the table with a meter
stick that is close enough to the standard so that any difterence is of no impor-
tance for the application of the measurement being made. In the measurement
of physical objects, the variables or attributes are fairly well known and gener-
ally accepted by the scientific and technological communities, although there
are still differences in the way the basic set of metrics may be defined. The
basic physical quantities are length, time, mass, temperature, electric current,
and light intensity (Physical measurement, 1971). All other physical measures
can be derived from these. Speed, e.g., is length divided by time. Even cost
is most often expressed in monetary terms once representative of weights of
certain metals.

In information retrieval (IR), as in most human activities, we do not have
the equivalents of these physical measures. What measures we may have tend to
lack precise definition (measurement of human intelligence, e.g.) or method of
measurement. As we shall see, there is no universally accepted way to measure
the relevance of a text to a query (another text). We often measure cost and time
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of a search, but find that cost of what and time of what are answered differently
by different observers.

The term evaluation may mean the same as measurement or may be used to
refer to a composite metric applicable to a system as a whole, but experimenters
often use different definitions or boundaries of the system being evaluated. To
speak of evaluation of an information retrieval system (IRS) is not meaningful
without further definition.

We can divide IR measures into three broad categories: performance, out-
come, and environment. Measures of performance are descriptive of what happens
during the use of an IRS. Measures of outcome are descriptive of the results
obtained. Environmental measures include information about human users or
operators of systems, the systems themselves, and information in the databases
being searched. Evaluation can be applied to any or all. When we speak of eval-
uating a system, it is essential to specify what aspects are of interest and to be cer-
tain that the meaning of system is clearly understood in the particular context.

We must remember that we are discussing IRS and these are often treated
as the purely mechanical components of a system. By analogy, and in full recog-
nition that analogies are not perfect, consider the evaluation of a chisel intended
to be used by sculptors. There are certain purely mechanical aspects that can be
measured: length of the tool, width of the cutting edge, hardness, and sharpness
of the edge. Are these enough to predict performance using the chisel? Do we
not need also to evaluate the user? The type of stone to be carved? We can go
some part of the way by asking recognized artists their opinions of the chisel and
of competing ones as well. We can ask a range of users, from top-flight artists to
neophytes, what they think. We cannot say that, because this chisel has desirable
mechanical properties and performs well in the hands of an expert, it will always
generate true art. Evaluation of a tool can only measure potential.

Let us review the major components that may be measured or affect meas-
urement of an IRS. Some works covering the subject in greater detail are Boyce
et al. (1994), Losee (1990), Salton (1989), Tague-Sutcliffe (1995, 1996), and van
Rijsbergen (1979). A broader review of system evaluation is found in Harter and
Hert (1998).

16.1.1 The Data Manager

Consider the illustrations in Chapter 1. At the heart of an IRS there is a
computer program called the data manager that searches for records containing
precisely specified attribute values or makes equally precisely specified changes in
the content or structure of a file. This program does not interpret. Its values are
provided by another program which we have called the query manager. The data
manager does not make errors except through faulty programming or computer
malfunction. If asked to find the numbers of those records containing the string
ABC, it will do so exactly. It is left to another person or program to decide to
what extent ABC is an appropriate search term. The performance of the data
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manager is usually measured in terms of speed of execution and memory space
required by the file structures. These combine with usage of other computer
components to provide a measure of the cost of use.

16.1.2 The Query Manager

The query manager may perform either or both of two major functions:
query interpretation of input and record or data evaluation of output. A query man-
ager used in conjunction with the traditional languages such as those of Dialog
or MEDLINE actually does almost no real interpretation and no evaluation.
Users specify attributes and values, create sets, and combine them with precise
Boolean algebraic statements. But even these interpreters deal with sometimes
complex or ambiguous syntax and can, on the one hand, accept commands
which do not represent what the user actually intended, and on the other, reject
commands that are close to, but not exactly, correct. Using Dialog examples,
where the meanings of the commands were given in Section 15.2.1, a user might
type the sequence E S2 AND $3, having struck the E key instead of the nearby s
key. This makes it an EXPAND command instead of the intended SELECT. But
Dialog will treat this as a valid EXPAND command and search in the inverted file
for the string s2 AND $3, a string very unlikely to occur in a record but highly
likely to occur as the argument of a SELECT statement. On the other hand, the
statement D 6-TI-1,3 (D = Display) looks reasonable and is unambiguous to the
human reader but violates a formal rule and will be rejected. It should have used
slashes instead of hyphens in the command statement.

Other query managers are required to interpret natural language expres-
sions and they may do this more or less “well.” There are no established criteria
for goodness of interpretation. Query managers may decide what to retrieve,
evaluate retrieved records in order to rank them, or retrieve related records
according to a definition of related that is not known to the searcher. Hence, we
would like to be able to measure the performance of a query interpreter because
it affects the performance of any larger system of which it is a part.

16.1.3 The Query Composition Process

Backing up one step, the query is written by an end user, (the person with
the information need), or an intermediary who interprets the need. In either
case, we can say that the user’s information need is translated into a query. This
process may be entirely mental, in the mind of the user, or it may be the result
of oral or written interaction between the user and an intermediary.

Is this step part of the operation of an IRS? If we do not explicitly include
it, then poor performance on the part of the user in understanding his or her
information need or in translating the need statement into query language may
be attributed to poor performance on the part of the IRS. On the other hand,
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to include these preliminary processes in an evaluation requires either that we be
able to measure the translation process or that we apply an overall measure to the
entire translation-retrieval process, i.e. inadvertently include the searcher as part
of the system being evaluated. In this case, we may then be unable to identify
the cause of any less than desirable overall system performance.

16.1.4 Deriving the Information Need

Now, back up one more step and recall that an information need exists
because of a lack of information on the part of the user in the context of his or
her environment. How is that lack of information transformed into a recognized
information need? The ASK may be centered on the lack of a cure for AIDS,
but a reasonably knowledgeable person knows better than to search a database
using the expression CURE FOR AIDS. Since a cure is not known, the information
needed by a person doing research on a cure presumably has to do with the
nature of the disease, its causes, or its progress in the human body. Again, lack
of skill could result in trying to formulate queries based on an inaccurate infor-
mation need statement. In that case, the outcome of the resulting searches could
hardly satisfy the ASK. Drucker (1998) reminds us that the need of management
is for conceptual understanding, not mere data. That applies as well to scientists,
journalists, and cooks.

16.1.5 The Database

Picture an experiment designed to measure performance of an IRS but in
which a laboratory aide is given the wrong database name to use with experi-
mental subjects. This results in virtually no satisfactory outcomes. Is the system
at fault? The only way to avoid ascribing poor database “performance” (lack of
desired content) to the system is to include the database within the boundaries
of the system to be evaluated or to separately verify that the database does have
an adequate amount of information on subjects used in an evaluation study. We
may have to consider not only content, but structure and scope as well.

In Chapter 1 we discussed the following conditions or steps in database
design and production, almost any of which could affect the outcome of a
search:

The user’s need for information
Translation or expression of the need
Formulation of a search strategy
Formulation of a query

Computer processing of the query
Decision to create a database

Decision on the scope of the collection
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Decision on the design of records
Selection of the actual items for inclusion
Creation of the individual records
Magnitude of the database

Data entry

Query processing
Data management.

Given this number of factors and steps, the question of the system bound-
aries 1s a very practical one. Without a careful statement of what these boundaries
are, the publication of measures of performance or outcome has little meaning.

16.1.6 Users

We referred to the key role of users in formulating queries. They also play
a central role in evaluating outcomes by deciding what is relevant, or useful to a
query, and what not. A key question for anyone undertaking to evaluate a sys-
tem is whether the user or the intermediary is part of the system being evaluated.
If so, then statistical controls must be introduced on the selection of users who
participate in an evaluation study and on their contribution to the aspects of
the system being evaluated (Bellardo, 1985; Borgman, 1989; Fenichel, 1981;
Marchionini, 1995, pp. 33—48; Marchionini et al., 1990; Woelfl, 1984; Zhang,
1998).

16.2
Relevance, Value, and Utility

Central to most attempts to measure IR outcome is the concept of relevance.
Several meanings of this word are possible (Bookstein, 1979; Cooper, W.S.,
1971; Froelich, 1994; Saracevic, 1975; Schamber et al., 1988, 1990; Wilson,
1973). The last is a complete journal issue on the subject, but the two most com-
mon definitions cluster around the concepts of subject relatedness of a record to a
query and value or utility of a record to a user. Relevance is used to measure the
outcome of a search. If each record retrieved in response to a query is evaluated
as to its relevance, then the resulting set of values becomes the basic data upon
which the outcome of the system is based, regardless of what definition of system
is used.

Actually, the two primary meanings of relevance can be used as almost
entirely separate measures. The first gauges the closeness of retrieved documents
to queries on the basis of the subject matter or other specified attributes of the
record. The second gauges the value or utility of each document to the user who
posed the query. An irrelevant document is not likely to be valuable, but a top-
ically relevant one may lack specific needed information, currency, or authority.
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16.2.1 Relevance as Relatedness

The relatedness measure is often applied by someone other than the end
user of the information: possibly by the intermediary, if one is used, or by inde-
pendent judges who are expert in the subject matter of the database and pre-
sumably can tell whether documents “should” have been retrieved or not for the
query in question. We put the quotation marks around should because the
determination of whether a document is relevant to a query depends, at least to
some extent, on how the person with the information need interprets the ques-
tion and on that person’s prior knowledge of information related to the query.
There is no fixed definition of what should be retrieved.

An important issue in measuring relatedness is whether two documents
can be said to be related, or the extent of their relationship measured, outside the
context of a real person’s real information need, which is a function of that per-
son’s state of mind. In practice, IRS making use of relevance for ranking nor-
mally use purely statistical measures of word occurrence and not users’ opinions
to make their judgments.

Note also that subject is not the only basis for a search. The concept of rel-
evance as relatedness may be extended to other attributes such as author or corpo-
rate source or whatever it is about a record that makes it interesting to the searcher.

16.2.2 Aspects of Value

There are many ways to interpret the value of an item (Hall, 1962). Market
value is what the item can be exchanged for. Imputed value is an expected or
anticipated value, but not one actually resulting from market forces. Intrinsic value
is a personalized sense of value, likely to vary from person to person. Market
value, or sales price, is essentially the price of an item sold in the market. To the
regret of many buyers, sales price is not necessarily determined by cost to pro-
duce, but more likely by price that can be gotten in the market. Imputed values
are used sometimes to set a price of an item never before brought to market.
Examples are notices often seen in lost-and-found advertisements, expressed as,
“of great sentimental value,” and in insurance claims after a fire or theft. Database
producers place a market value, or price, on their commodities: records.
Database distributors or search services place a value on their service: the use of
their computers and software. A compact disk distributor markets a combination
of records and software. The user of an IRS, even if a reseller of the records, is
likely to assign different values than the producer. This person’s imputed value
may difter from market value. The end user, or buyer of these products and serv-
ices, 1s likely to assign an intrinsic value and to have to decide whether the intrin-
sic value was at least as high as the market value.

We can look at intrinsic value in terms such as wuniqueness, timeliness, or
veracity. One reason to pay for information is that it is unique—with this infor-
mation, only I know the race is fixed, or only I know how to make this product.
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A complementary view is to value information to avoid being uniquely unin-
formed—the only one who does not know the prices are changing next week.
Timeliness is relative. It is sometimes not too valuable to know stock prices as of
yesterday and they may be useless if more than a few minutes old. Veracity, as a
determinant of value, should need no explanation.

It is often said that information is a unique commodity in that, after it is sold,
the seller still has it. Stock does not deplete as a result of a sale. In that case, is infor-
mation subject to the usual market controls of supply and demand? It appears that
market value, to some extent, depends on the number of users who hold the infor-
mation, not on the inventory available to the seller. To be the only holder of cer-
tain financial information would be valuable indeed to a securities trader, and it can
be so important that, in some cases, acting upon it in the market can be a crime.
As other traders acquire the same information, its value decreases, not because the
supply decreases but because its uniqueness decreases. An Ontario court once ruled
(Potter, 1988) that an attempted theft of an employees’ mailing list from an
employer was not a crime because the information would be still held by its owner
and would still be usable. But, theft of military classified information or industrial
trade secrets can be a crime because what 1s lost is not the pages of text, but the
uniqueness or limitation on access—the loss of “I have it and you don’t.”

16.2.3 Relevance as Utility

Perhaps the best way to illustrate the difference between relatedness and
value in IR is to assume that a query retrieves a highly subject-relevant docu-
ment with which the searcher is already quite familiar. In terms of relatedness,
this document ranks highly. In terms of usefulness to the user, its value is zero
because it brings no new information.

Because the relatedness measure cannot assess how well the results of a
search actually satisfy a user’s need, many people feel that utility is the ultimate
measure. Both are useful. First, the difference between an end user’s ratings of
relevance (based on utility) and an intermediary’s (based on subject-relatedness)
may be a useful measure of how well the user is able to express the need or how
well the intermediary is able to elicit it. Second, relatedness is virtually the only
way to measure the performance of a query interpreter program, which cannot
“know” what 1s in the mind of the individual user but can find records related
to the query. All that it is reasonable to ask of this program is that it find related
documents; it cannot be blamed for the fact that a user may already be familiar
with a given record or has unstated additional conditions in mind.

16.2.4 Retaining Two Separate Relevance Measures

Rather than try to resolve which of these two (or conceivably more) def-
initions is “correct,” they are best both retained, for they measure different
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Major factor in Major factor in Relatively mechanical actions—
search outcome  search outcome little to evaluate

ASK —> Information —> Query —> Search —> Retrieved <«—— Database
Need Parameters Records

< >
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Mechanical efficiency

N

Utility tends to be the dominant issue

Figure 16.1

Steps from ASK to retrieved records. Evaluation may take place over any sequence of
these steps. Between the written query and the retrieved records there is little to evalu-
ate, assuming the query interpreter plays no major role. That is, exactly those records
specified will be retrieved. If we include the translation from information need to query,
and include the database content in our consideration, relatedness is the major factor. If
we include the original impetus to ask the question, then utility is likely the major factor.

attributes and their usefulness dominates different aspects of the total process of
converting an ASK into useful information. Figure 16.1 shows the sequence of
transformations from ASK to retrieved records: ASK to information need, need
to query, query to search parameters and search parameters to retrieved records.
By our definition of the role of the data manager, the conversion of search
parameters into retrieved records requires no evaluation other than those of time
and memory use or checking for program errors. Part a of the figure shows that
if the query language requires no real interpretation, then once a query is writ-
ten relevance assessment need only consider the broader questions of how well
the retrieved records relate to the user’s information need. Part b shows that how
the information need is resolved into a query can be an important factor in deter-
mining outcome.

Relatedness can be said to measure the strength of the relationship between
an information need and a retrieved text, under the assumption of the previous
paragraph that the query is stated in a language not subject to any significant
amount of transformation by the query interpreter. Anyone reasonably knowl-
edgable of the subject matter of the search should be able to render a competent
judgment: the user, an intermediary, or a third-party judge. Thus, relatedness
tends to be the dominant or most important measure in dealing with the infor-
mation need-to-retrieved records portion of the retrieval process. Relatedness
can be measured, or approximated, by use of such functions as the cosine coef-
ficient (Section 9.6.1).

Utility, under these assumptions, can be said to measure the relationship
between the ASK and the retrieved records. Because the ASK is almost never
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explicit, for all practical purposes this relationship can only be measured by some-
one who understands such variables as the user’s problem and state of knowledge,
resources available, and pressures to perform. There may be no one, including the
user if we accept that users may have an imperfect understanding of their own
needs, who has all this knowledge. It is certainly rare that an intermediary or
third-party judge will have it. Yet, utility is the most important measure in eval-
uating the complete process from ASK to records.

Relatedness will normally have a higher value than the wufility measure
because in most cases records must be related in order to be valuable. But this is
not a law and it ignores the somewhat unexpected effects of browsing (Case,
2002, pp. 88-92; Marchionini, 1995, pp. 102-138). It is not uncommon for a
person searching for one item of information to find something valuable but not
related to the search at hand, or to find, as a result of the search, that informa-
tion exists which was not previously known and which changes what the user
now wants. Such items are of high value but possibly of low relatedness to the
original need or query. We should not consider such findings entirely random.
One of the great benefits of searching in an old fashioned, book-laden library is
that once we find ourselves in the general area of the material we are looking
for, we often find material we never thought to ask for. One of the risks of data-
base searching is that IRS do not encourage random browsing. Thus, the user is
less likely to retrieve unexpected but valuable information.

The difterence between the two types of relevance measure can be used as
a measure of effectiveness of translation of the ASK into need and the need into
a query. If users are finding related records of little value, this probably indicates
that either the ASK has not been effectively converted to an information need
statement or that the need has not been effectively converted into a query.
Ineffective conversion of an ASK or of a need statement into a query may be
caused by the user not making clear what 1s already known. Using this difference
as a metric results in measuring, not the IRS, but its user.

If the query language is of the type to require interpretation by the query
interpreter, as is the case with natural language, then formulation of the query
can be considered a two-stage process: the first of writing the natural language
statement (conversion of need into query) and the second of converting the
query into search parameters. The query interpreter’s effectiveness can be eval-
uated only relative to the input to it. Once again, if the user or user-human
intermediary combination cannot adequately represent the ASK, then we can
hardly attribute to the query interpreter any responsibility for failure to achieve
results of value.

16.2.5 The Relevance Measurement Scale
Regardless of the definition used, relevance is usually measured either on a

binary scale—relevant or not relevant—or on a Likert scale (Anderson et al., 1983,
pp. 231-287). The latter involves the assessor picking from among an ordered
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set of labeled choices descriptive of the relevance, or it could be a value any-
where in the range (0,1). The Likert values are typically on an interval scale of
two, three, five, or seven points, representing such judgments as: NOT RELEVANT,
SOMEWHAT RELEVANT or HIGHLY RELEVANT, or essentially the same values with
intermediate points interspersed among them. Tang ef al. (1999) attempt to iden-
tify the optimal size of such a scale and find that evaluator confidence in the scale
rises rapidly as number of choices increase from two, but begins to decrease after
six. The mean of the number of scale points they observed was 7.5, which con-
forms nicely with many researchers’ preference for a 7-point scale. An overall
measure of relevance of a retrieved set is normally the average of the individual
document relevance measures.

16.2.6 Taking the Measurements

Most of us know that, for physical measurements, the instruments used
must be calibrated and the conditions of use controlled. We know that our
body weight varies with time of day and clothing worn and that a variation of
several pounds when measuring with someone else’s scales may mean nothing
because the two instruments are not calibrated in the same way. We know that
air temperature measured at an airport 20 miles from a metropolitan area will
differ from a similar measurement taken at the same time in the center of the
city because of the heat generated by the city. Even in measures of social phe-
nomena we are used to making calibrations and adjustments. A low unemploy-
ment rate during the Christmas season is not necessarily a cause for optimism
because this is traditionally a period of high employment and the figure must be
seasonally adjusted. Similarly, there is a need to consider the circumstances under
which relevance measures are taken: what instruments (persons or computer
programs) are making the measurements, when are the measurements taken, in
what context (e.g., what other documents are under consideration at the time),
and what definition and scale of relevance are being used. Any system evalua-
tion must take these questions into account, and any report of an evaluation
should describe the controls used. Further, some individuals tend to rate every-
thing high and some low. We rarely “calibrate” our judges. Discussions of per-
forming this kind of measurement are found in Boyce et al. (1994, pp. 21-28)
and Case (2002, pp. 162-163).

Consider some typical situations in which relevance is measured in
retrieval experiments or evaluations.

1. An intermediary, working on behalf of an end user, assesses relevance
on the basis of the relatedness of subject or other attributes of retrieved docu-
ments and the query. Normally, the intermediary has no basis for assessing the
value of the material to the user. The assumption has to be made that the user’s
goal, at least at this stage of his or her quest for information, is to find related
material. Intermediaries typically do have experience in making such judgments.
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The intermediary, as the one who formulated the query, is part of the system
that produces the results being evaluated, and is therefore not impartial.

2. An independent assessor looks at the formal statements of information
need written in natural language, looks at the retrieved records and then deter-
mines which records should have been retrieved, assigning to these a high rele-
vance rating. Sometimes, in experimental environments, these assessors know
well what is in the database and can judge how many records should have been
retrieved but were not. Independent assessors are usually selected on the basis of
their subject matter expertise, so that their judgments of subject relatedness are
as reliable as can reasonably be obtained. What they do not consider is the user
and the user’s state of knowledge. They judge only subject relatedness, not value.

3. The user does the assessing regardless of whether the query and strat-
egy were formulated by the intermediary or the user. Published research reports
rarely state which meaning of relevance users are instructed to employ, nor do
they report if users were asked which meaning they assumed. This means that
the impartial observer does not necessarily know what attributes were measured.
We tend to assume that end users will assess on the basis of utility unless other-
wise directed, but others may feel differently.

16.2.7 Questions about Relevance as a Measure

A number of studies (Eisenberg, 1988; Eisenberg and Barry, 1988;
Muzzano, 1997; Tiamiyu and Ajiferuke, 1988) have shown that context affects
relevance judgments. Two hypothetical examples illustrate the point. Assume a
query on a subject retrieves a single record which the user rates rather high, say
five or six on a scale of seven. The user then revises the query and retrieves a set
of 10 records, including once again the original one. Several of the new records
are of much greater perceived value than the original. Will the user now give
the same or a lower value to the original record? Probably lower. On the other
hand, suppose a query yields 10 records, none of which are rated high. More
searching finds nothing as good as the original 10. Will they achieve a higher rat-
ing in the user’s mind, now that they appear to be the best possible? If the rele-
vance assessments are made a year after the original query was posed, the user
may have learned much about the subject and much new material may have
been published. Will the ratings of a year ago remain constant? Should they?

Here are some excerpts of the opinion of Don Swanson (1988) on the sub-
ject. (Although we agree with the opinions expressed, they remain opinion.)

An information need cannot be fully expressed as a search request that is inde-
pendent of . . . pre-supposition of context—context that itself is impossible to
describe fully, for it includes among other things the requester’s own background of
knowledge.

A document cannot be considered relevant to an information need inde-
pendently of all other documents that the requester may take into account.

It is never possible to verify whether all documents relevant to any request
have been found . . . .
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The last sentence of this quote may not be true in the case of small, exper-
imental databases, but it is surely true in the case of today’s mega-record data-
bases. Other studies on this topic include: Barry (1997) and Barry and Schamber
(1998).

16.3

Measures Based on Relevance

Relevance, by any definition, has the merit of appearing to be the most
important concept in assessing the outcome of an IR operation. In most actual
evaluations it is used as the basis for three composite measures, two commonly and
one rarely used. They are: precision, recall, and efficiency or effectiveness. The formal
definitions are due to Kent ef al. (1955) based on our ability to partition the entire
database into relevant and irrelevant records and into retrieved and not retrieved
records, according to the scheme shown in Fig. 16.2, due to Swets (1969).

16.3.1 Precision (Pr)

Precision measures the ratio of relevant to total material retrieved by a
query or set of queries. Its inverse or complement (result of subtraction from 1)
is a measure of the amount of work left to be done to extract only relevant
records from the last set retrieved. A high value of Pr means little work left; a
low value implies much work still to be done.

Precision or the precision ratio 1s defined as the ratio of number of relevant
records retrieved to total number of records retrieved, or

b = a :lRetﬂRell

Ca+b |Ret| 7 (16.1)

where a and b are the terms used by Swets in Fig. 16.2, Ret is the set of retrieved
records and Rel the set of relevant records and | | indicates the number of elements

in a set.
Relevant| Not
Relevant
Retrieved a b
Not Retrieved c d
Figure 16.2

Partitioning of a database according to segments retrieved or not and relevant or not.
Segment a represents records both retrieved and relevant, ¢ those relevant but not retrieved.
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This form of definition (16.1) is based on the binary scale of relevance
measurement. If an interval scale is used then each record has a score, RS, rang-

ing from zero to the maximum scale value, RS, . Thus, the form is

+b

z (a+b) RS (16.2)

1

The numerator, RS, in (16.2) is the relevance score of the ith retrieved and rel-
evant record and the denominator is the maximum possible total score, over all
records retrieved. The sum is less than or equal to 1.

Precision is calculated from relevance which is, in turn, typically measured
by asking the user, intermediary, or third-party judge to assess the relevance of
each record retrieved after a search. Mechanically, it is relatively easy to do, nor-
mally requiring only a paper form or computer-asked question and demanding
little of the observer’s time, especially if the assessor is the intermediary or end
user who would presumably be reading the records in any case.

16.3.2 Recall (Re)

This metric is the ratio of the number of relevant records retrieved to the
number of relevant records present in the file. A high value implies that nearly
all relevant records were found by the query. A low value means that a large pro-
portion of relevant records were not retrieved. The formal definition of recall or
the recall ratio is the ratio of number of relevant records retrieved to number of
relevant records in the file.

Re — a _|RetﬂRel|
‘T atec |Rel| (16.3)

and the form for a non-binary scale is

a+c

Re;
Re _ZW, (16.4)

max

where Re; is the relevance of record i. Computation of recall is an entirely dif-
ferent matter from computing Pr. The end user or intermediary cannot know
what relevant records were not retrieved, as Swanson pointed out. An extra
effort must be made by an assessor to approximate what the intermediation-
query process did not find. One method of doing this is to work with the final
version of a query and systematically work to broaden it by such means as con-
verting Boolean ANDs to ORs, truncating terms or moving up within hierarchi-
cal classification structures. Then, the records retrieved by the broadened query
must be evaluated, ideally by the same end user or intermediary originally
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involved. An alternative approach is to use the database expert, someone who
either knows the contents of the database well (possible with small, experimen-
tal databases, impractical with million-record databases) and can judge from
memory or from his or her own queries the totality of what might have been
recovered.

16.3.3 Relationship of Recall and Precision

Experimental work (Cleverdon and Keen, 1966) shows that there tends to
be a relationship between values of Prand Re. Usually, when a query has been
processed and results obtained, the query can then be modified in such a way as
to improve either recall or precision, but each at the expense of the other. Or,
if we measure Re and Pr over a number of results of different queries we would
see that high Primplies low Re and vice versa, more or less as shown in Fig. 16.3.

This relationship, which is mentioned frequently in the IR literature, can
be misleading. Neither Re nor Pr depends on the other, although it appears from
the graph that Pr depends on Re. Actually, they are jointly dependent on how
the retrieval was carried out and the relevance values assigned.

Such a relationship seems to say that it is not possible to get both high Pr
and high Re. Yet that may be a goal of the searcher and it may be obtainable.
Certainly, if we were to compare results from two groups of searchers, one
highly skilled and one much less so, we would expect the highly skilled group
to be able to do better on both measures than the less skilled ones, the differ-
ences perhaps showing up as in Fig. 16.4. The highest skilled group should be
able to get both higher precision and higher recall than those of lesser skills.

Pr

Re

Figure 16.3
Typical relationship among precision and recall. If we have a low value of recall, the usual
solution is to broaden the search, which typically results in a lower value of precision.

Similarly, if precision is low, a more restrictive query is called for, which would decrease
recall.
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1
Highly skilled
Pr
More skilled
Less skilled
0 1

Re

Figure 16.4

Relationship between precision, recall, and user skill. While there may be an inverse rela-
tionship between precision and recall, the values of these variables may both depend
heavily on such factors as the skill of the user. A highly skilled person may be able to
achieve high values of both Pr and Re.

Here again we stress the importance of specifying the boundaries of the
system before taking and using the measures. If searcher skill is included as a vari-
able, then we might still see a form of the inverse relationship between Pr and
Re but the value ranges of both may be broader.

It would seem desirable to have a single measure of merit that indicates the
extent to which all relevant and only relevant records were retrieved. Or, this
could be considered a metric of the ability of a system, however defined, to con-
vert input (the information need statement) into the theoretical optimum output.
One form of a theoretical optimum would be (Pr=1, Re=1). Another could be
Pr and Re goals set by a user. Yet another might be separate Pr and Re values
based, respectively, on relatedness and utility. Then, a measure of comparison of
such a goal with actual accomplishment might be taken as a measure of the effec-
tiveness or efficiency of this overall system.

16.3.4 Overall Effectiveness Measures Based on Re and Pr

Recall and precision are the most commonly used measures for evaluation
of overall retrieval outcome. To what extent do they represent outcome from the
point of view of a user or of a person or organization paying for system use?
Regrettably, end users rarely state their goals in Re—Pr terms and, we suspect, most
are unable or unwilling to do so, probably from insufficient training in IR to
understand what the measures mean to them. At the conclusion of a sequence of
iterations of a search, resulting in certain Re and Pr values, it should always be pos-
sible to do one more iteration, if necessary, selecting only the relevant records,
from the best set so far retrieved, and by using attributes that are found only in
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these relevant ones to arrive at a value of Pr = 1. Hence, precision may be noth-
ing more than a measure of how important a searcher feels it is to achieve an all-
relevant result, or to reduce the amount of work left to be done to zero.

There have been several composite measures proposed (Heine, 1973; and
Vickery described in van Rijsbergen, 1979, p. 175) based on the assumption that
the ideal outcome of a search or series of searches is a recall and a precision value
of 1.0—retrieval of all relevant records and only relevant records.

These measures are:

Heine:
TR
bs 1/Pr, +1/Re, —1 (16.5)
Vickery:
1
Effy =l- oo (16.6)

2/Pr+2/Re—-3

Another possibility is to assume the Pr—Re relationship is Pr = 1/Re, where
Re > 0. Then, we might use as a measure

[ 2 2
Eff5 = % (16.7)

In each case, Pr and Re are in the range (0,1) and the resulting measure also
ranges from 0 to 1. In Heine’s measure, Re, and Pr, are recall and precision for a
single search, s. Then Lff, | measures the outcome of a single search. Eff, was
intended to represent the average performance of an IRS over a number of
searches, hence the Prand Re values are averages over all these searches.

Tiamiyu and Ajiferuke (1988) pointed out that “the relevance of a document
is a function of both its own informational merit as well as the context created by
the other documents seen and evaluated by the user . . .”” which is consistent with
Swanson (Section 16.2.7). They went on to state that “the effect . . . any document
can have on the total relevance function (of a set) is either to increase it or leave it
unchanged.” This supports their contention that a measure of overall result is
needed, rather than one that summarizes a set of individual record measures, as if
independent of each other. Eisenberg and Barry (1988) and others have shown that
the order of presentation of records affects the judgment of relevance by the user.

Let us again resort to a hypothetical situation in a further attempt to
explore the usefulness of the measure.

Suppose a newspaper reporter is interested in writing an article on the effects
of acid rain on the production of maple sugar. A query to an agricultural, envi-
ronmental, or energy database might yield 5000 hits. Such a user might have said,
at the outset, that he was interested in everything on the subject, never realizing
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how many items that could lead to. A little browsing might indicate that all the
items were subject-relevant to the expressed need—a discouraging prospect. If he
is able, the user will modify the search, now perhaps realizing that a numeric goal,
the number he is willing to read, is in order. Suppose further that the set is finally
reduced to 10 and that only three of them are really useful, but that on careful con-
sideration, it appears that they will provide all the information needed.

After the second cycle, the user has a value for a (retrieved, relevant) of 3,
for b (relevant, not retrieved) of 7, and for ¢ (relevant, not retrieved this time) of
4990. (Or, | Ret| = 10, |Rel| = 3, | Ret N Rel| = 3.) Prhas the value 0.3 for the
second search, and 3/4990 = 0.0006 for the second. Has this been a good search?
Has the retrieval system, however defined, performed well? By the usual standards
of published works on retrieval system performance, these scores have to be con-
sidered poor, even very poor. But the user who, in a few minutes, finds three arti-
cles that will enable him to complete his own work may be ecstatically happy.

Suppose the 3 good records out of 10 had instead been 3 out of 100 or
even 3 out of 1000. More work would be required of the user and his evalua-
tion of the system might well have been much lower, even if the same records
were ultimately the ones retrieved. On the other hand, with one more iteration
of the search, the 3-out-of-10 version could presumably have been made into
a 3-out-of-3 search, with perfect precision. Ranking, if available, affects Re and
Pr measurement because a user will rarely scan every document in a large
retrieval set. Those that are scanned have an a priori probability of higher Re
than if the records were sorted alphabetically or on publication date. The situ-
ation seems muddled at best. For this reason, some research workers feel that
the best way to evaluate is to ask the user for an overall evaluation, not a record-
by-record evaluation. Possibly, the community in which the user works might
be asked to evaluate that person’s performance, although the practical difficul-
ties of this should be obvious.

Doyle (1963) pointed out that “the ‘most relevant subset’ is not only an indi-
vidual matter for the searcher, dependent on time and circumstances of his search-
ing foray, but also that the feedback he gets is quite capable of changing his idea of
what he wants as well as changing his way of expression.”

Katzer (1998) pointed out that when storage and communication were
expensive, retrieval services catered to the needs of people who needed correct
answers, and assumed such existed. Today, retrieval systems serve populations
who work in fields in which it is recognized that there is no “right” answer, or
are required to provide citations whether or not actually used (certain students),
or simply emphasize ease of acquisition. For such people, it may not matter if the
best citations are found (even if they exist) or, if it does matter, there is usually
an opportunity to remedy the situation later, frequently the case in management.

This raises the question of whether it is the purpose of an IRS to retrieve
information relevant to an information need or to find those documents that sat-
isfy the criteria that were requested, what was literally stated in the query. This,
in turn, emphasizes the importance of the pre-query work to define the need,
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develop a strategy, and formulate the query and also emphasizes the distinction
between the IRS and the complete system consisting of user, intermediary, data-
base, and IRS.

We can only conclude that we have yet to develop a satisfactory measure
of the outcome of the performance of an IRS and, in fact, yet to develop a def-
inition of what we mean by measurably satisfactory performance. The measures
discussed so far and to be discussed below are still of some interest. Suggesting that
some be treated with skepticism does not mean suggesting they never be used.

16.4

Measures of Process

While precision and recall are the most-used measures of retrieval systems,
there are others. One set of them measures various aspects of the manner in
which the process is carried out, without consideration of how the outcome is
judged. While these do not combine readily into a single measure of merit for
the overall system, individually they can provide useful insights to system or user
performance (Boyce et al., 1994; Fenichel, 1981; Fidel, 1987; Harter, 1986;
Wang and Meadow, 1991). In some cases they are difficult to quantify but can
be useful even if described only qualitatively. The main use of such measures has
been to classify users, to be able to state that people with certain characteristics,
such as experience or discipline speciality, tend to perform in certain ways. A
related use would be to characterize the current user of a system as an aid for the
program to know how to respond, e.g., to treat the user as a novice or as an
experienced searcher.

16.4.1 Query Translation

If the user’s statement of need is translated into a query by an intermedi-
ary, or if the programmed query interpreter determines the logic, form, or selec-
tion of terms to be used as search parameters, or if the record evaluator ranks the
outcome, how well is this done? This might be measured on a Likert scale by
showing the user the translated version of his or her need statement and asking
for a rating of the translation. Saracevic and Kantor (1988) and Jansen ef al.
(1998) have done some investigation of measurement of questions.

16.4.2 Errors in a Query Statement

Here we mean actual, detectable errors of spelling, syntax, or other usage
which would cause a command to be rejected by an IRS or lead to a null or
irrelevant set (Fenichel, 1981; Penniman and Dominick, 1980; Yuan, 1997).
Since errors made are not necessarily errors retained (the user can re-enter



16.4 Measures of Process 335

correctly) this should be used with caution, but it can be helpful especially in
designing error messages, training materials, and help systems.

16.4.3 Average Time per Command or per User Decision

This measure can be used to assess users, e.g., to distinguish between expe-
rienced and inexperienced users, but also to identify problem areas in human-
computer communication. If there is a question or menu that seems to take an
inordinate amount of time for most users to deal with, this is more an indication
of poor system design than of poor user performance (Yuan, 1997). This attrib-
ute is measuring decisiveness or knowledge of the system in use, or both. There
have been studies (Fenichel, 1981) in which such variables have shown no sig-
nificant difference between experienced and inexperienced users, contrary to
intuition, but this may be because the tasks were not difficult enough to bring
out the differences.

16.4.4 Elapsed Time of a Search

Once again, we would expect experienced users to perform searches more
quickly than inexperienced users. But this measure can be confounded with sys-
tem response speed and with the difficulty of the problem at hand.

16.4.5 Number of Commands or Steps in a Search

This variable is not independent of the previous ones. If we know the
number of commands used and their average time, we know elapsed time.
Which combination to use depends on ease and means by which data are col-
lected. Differences have been noticed in what might be termed institutional
style, say where a library might require its employees to use simple forms of
queries, when assisting clients, to keep costs down.

16.4.6 Cost of a Search

Given any metric of outcome, it is usually desirable to consider how much it
costs to achieve a given value of that measure. Direct cost, the price of a search, is
among the easiest of the variables to compute because it is normally given to the
user by the search service. Indirect costs include the time of the intermediary which
can be measured by the elapsed time attribute, but there are also costs of training,
equipment purchase, maintenance, diversion of personnel from other tasks, etc.

Vickery (1961) pointed out that “C.W. Cleverdon has urged that ‘the only
practicable method of comparing various systems is on the basis of their economic
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efficiency . . . . (T)he important matter is to find which system will give the required
level of efficiency at the lowest cost.””

In Web searches, the charges are normally only a per item charge for
downloading copyright material or a subscription fee for use of the service.

16.4.7 Size of Final Set Formed

This is a rather weak measure, but there is some evidence and much think-
ing that set size is used by some searchers as a criterion to decide when to end a
search. Users intuitively feel that an appropriately small but non-zero set size is
right. This logic has some validity. If a set has 5000 records, the searcher is unlikely
to want them all, hence a change in query formulation is necessary. It is the con-
verse of this that can delude the searcher—the assumption that a “good” size
implies a good outcome. Set size might be more useful if combined with other
measures, e.g., the time it took to reach a set size acceptable to the user.

Blair (1980) defined a user’s futility point as “the number of retrieved doc-
uments the inquirer would be willing to begin browsing through.” Note that this
is a document count, not a ratio such as Pr or 1—Pr. Bates (1984) pointed out
both the fallacy of assuming that there exists a set of just the “right” size for any
search and, conversely, that a set of the “right” size is the right set.

16.4.8 Number of Records Reviewed by the User

This is another measure that is more descriptive of the user than of the sys-
tem. It can detect a user who: (1) is too impatient to sample enough records
upon which to base a decision on how to modify the search, (2) is unwilling to
sample any records until he or she is able to make the set size small enough to
permit reading all of them, or (3) will sample too many, wasting time and money
with no real increase in useful information.

16.4.9 Patterns of Language Use

There is a family of as yet incompletely developed measures of how a given
user or group of like users employ the language of an IRS, whether command
language, response to menus, or natural language. Examples of measures are:

The relative frequency of usage of various commands, words or options—In any
language, users will rarely use all the symbols available. Which ones are used? By
what kinds of searchers? With what relative frequency?

The relative frequency of sequences of commands—This is the equivalent to look-
ing for common sequences of words in natural language. Such sequences, with their
associated probabilities of occurrence, can provide insight to a user’s understanding
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of a system and can enable designers to create or modify commands and syntax to
meet user behavior patterns. As a simple example, if most users display from the
most recently created set, it might be of benefit to use this set number as a default
in a display command.

Measures of the frequency distributions—Most of us learn to characterize a set
of data according to its mean, median, or standard deviation. But, we have no
collected data on command frequency distribution which would provide a quick
basis for comparison between distributions.

Use of command and command sequence frequencies has enabled
researchers to distinguish between groups of users, hence to give some insight
into their performance. Measurement of the distribution treated as a whole was
pioneered much earlier but never widely used in IR studies.

Tables 16.1 and 16.2 show some examples of possible use of frequency dis-
tribution data. M.D. Cooper (1983) studied the use of the MEDLINE database
by a group of trained searchers and compiled a frequency distribution (Table 16.1)

Table 16.1

Cooper’s command frequency data for MEDLINE. commands are listed in the left-hand column in
approximately the order in which types of commands are used. Administrative commands are
grouped at the end. These may occur anywhere

Command type Frequency Description

LOGIN 6759 Begin search

FILE 6304 Select database (= Dialog BEGIN)

NEIGHBOR 432 Inverted file search (=Dialog EXPAND)

TREE 112 Show portion of subject heading tree
(Occurs in Dialog EXPAND)

SEARCH STMT 93,123 Form set, no explicit command required.
(=Dialog SELECT)

SENSEARCH 103 Form of proximity search

STRINGSEARCH 225 Form set, using CONTAIN (No Dialog
equivalent)

TITLESEARCH 6301 Search for a word in title (Dialog uses
TI suffix)

MESHNO 14 Search for a Med. Subject Heading

SUBHEADS APPLY 505 Specialized command related to subject
headings

PRINT 36,069 Display search results (Dialog TYPE or
DISPLAY)

Disconnect 3671 Not a command: automatically invoked
LOGOFF

STOP 6236 Terminate a search session (=Dialog LOGOFF)

EXPLAIN 59 Elaborate last message

NEWS 380 Asks for administrative news of system

HELP 7 Asks for information about system

OFFSEARCH 1806 Asks to perform this search offline (later,
saving charges)

TIME 340 Asks for time used so far

USERS 94 Asks for number of users currently online
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Table 16.2
Cooper’s command frequency data in frequency order: The data of
Table 16.1 are shown in descending order of frequency of occurrence

Command type Frequency
SEARCH STMT 93,123
PRINT 36,069
LOGIN 6759
FILE 6304
TITLESEARCH 6301
STOP 6236
Disconnect 3671
OFFSEARCH 1806
SUBHEADS APPLY 505
NEIGHBOR 432
NEWS 380
TIME 340
STRINGSEARCH 225
TREE 112
SENSEARCH 103
USERS 94
EXPLAIN 59
MESHNO 14
HELP 7

for occurrences of individual commands by these searchers. This shows the
number of times various commands were used, grouped by command type.
Table 16.2 shows the same data in inverse frequency order. By itself, such a dis-
tribution shows primarily what was not used, but it can be used to compare with
similar data to indicate differences in command usage by different groups, per-
haps differentiated by type of training or length of experience. While these tables
are too old for comparison with more modern systems use, they represent a use-
ful approach to analysis of user behavior.

Penniman (1975a, 1975b) and Chapman (1981) have used not only indi-
vidual command frequencies, but the relative frequencies of occurrence of strings
of commands to difterentiate the performance of different user groups. Again, the
main value of such data may be to help system designers or instructors under-
stand how people actually use the system or to detect differences in the way that
different groups use the system.

Zipfand others (Zipf, 1949; Mandelbrot, 1953; Meadow ef al., 1993) have
introduced parameters of the frequency distribution of a sample of words in a
text, or commands in a search, to characterize the overall behavior of, rather than
simply distinguish between them. Briefly, if a frequency distribution of com-
mands is put in frequency order, i.e. most frequent first, down to least frequent,
and a rank is assigned to each command, then the relationship between rank and
frequency is

f=k(r+m). (16.8)



16.4 Measures of Process 339

/ Slope of linear distribution
b

Typical observed distribution

Mandelbrot’'s m (Curvature exaggerated)

variable, approx.

log f

Typical simplified
distribution theoretical

logr

Figure 16.5

The graph of logf vs log rank was first thought to be a straight line, for lengthy English-
language texts, nearly —1. The curve usually lies above the line except near the high-
frequency end, when it is usually below the line. The rank at which the curve crosses the
line is m in equation 16.8 and this value can be used as a means of classifying language
usage. A high value of m, in English, indicates what is generally considered poor compo-
sition in this language.

If we use the logarithms of fand r, the resulting curve is usually nearly a straight
line (Fig. 16.5), where b measures its slope (always negative) and m the extent to
which the actual distribution deviates from a straight line at the low-rank end of
the distribution. Earlier, in Fig. 9.1, we showed an example of this relationship
for a specific rather small document. Not enough work has been done as this is
written to be sure how useful these parameters may be for IR.

16.4.10 Measures of Rank Order

It is, of course, possible to compare the order of two ranked lists and mod-
ern systems are certainly providing a ranked list for evaluation. Kendal’s Tau and
Spearman’s Rho are commonly used to tell us how closely one list’s ranking
compares to that of another list. The problem is immediately apparent. One
needs a fully ordered master list where the items are ranked by their true rele-
vance to the user in order to generate such a statistic from a system generated
ranked retrieval. It is quite unclear how such a list could be generated, unless the
user was already totally familiar with the literature of the topic, and therefore not
in need of the search in the first place. One could, of course, have the user order
the complete retrieved list and use such an evaluation as a substitute basis for
generating the statistic, or perhaps only re-order a certain number of items from
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the top of the retrieved list. Pollock, who provided an excellent review of the
possibilities nearly 40 years ago, suggests the M-V statistics, a variation of
Kendal, which folds the bottom of both lists into a tie and ranks only the first M
elements (Pollock, 1968). There appears to be no recent work in this area.

16.5

Measures of Outcome

In a sense, the ultimate test of a retrieval system is its ability to produce
desired outcome, or the extent to which the user is satisfied with the results. What
the user does as a result of use of the system is unfortunately nearly impossible to
measure. Perhaps the highest measure we might strive for is to assess the per-
formance of an organization based on its employees’ use of a retrieval service,
but there is no known, reliable way to do this.

Because we have so little to base a metric on, in spite of its importance,
outcome measurement has been largely limited to variations on relevance meas-
urement. This can be done by asking users to rate the overall outcome, or to rate
individual records, then use the average value. The measures used are the previ-
ously described precision, recall, efficiency, and overall user evaluation.

An alternative to direct user assessment of relevance is to use the user’s
action upon retrieval, or opinions of others. A user’s willingness to download a
copy of a document referred to in a retrieved record is reasonably good direct
evidence of valuation. Hence a high weight can be assigned any document
ordered in full text, and a lower weight if a record was viewed but not saved in
any fashion. Since there may be other sources for documents than ordering
through the retrieval system, the validity of this form of measure is questionable,
although mechanically easily obtained. If used, the method assumes the decisions
were based on relevance of the content rather than, say, a useful picture.

Another alternative, for bibliographic or law databases, is to use the opin-
ions of others in a field, as represented by the number of citations to any given
item. This can be ascertained by reference to another file, such as the Science
Citation Index, Social Science Citation Index, or any of a host of legal citation jour-
nals. Variations include checking for citations to the author—evaluating the
author instead of the specific work. (See Chapter 12 on mapping.)

The World Wide Web provides us with a similar approach to the judging
of documents by way of the opinions of others. This is through counting the
links to or from a particular Web page or site to or from all other sites. This activ-
ity has come to be called Web-link analysis. It was likely first suggested by Bossy
(1995) and an exploratory study was soon presented by Larson (1996). The lit-
erature is reviewed in Thelwall ef al. (2005), which provides an excellent source
of detailed information on these procedures.

Such analysis may be used for a number of purposes as may citation meas-
ures. However, one of these is to impute value to highly linked pages. The
Google algorithm uses link data in this way, providing a method of ranking a
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large set of pages matching specified textual terms. As Brin and Page (1998) say:
“Intuitively, pages that are well cited [linked to] from many places around the
Web are worth looking at . . . .”

However relevance is measured or calculated, the following are variations

in how such information may be used.

16.5.1 Precision

Defined in Section 16.3.1, precision is often used as one of the two prin-
cipal measures of outcome.

16.5.2 Recall

The second of the most frequently used measures of outcome is recall,
defined in Section 16.3.2.

16.5.3 Efficiency

As defined in Section 16.3.4, efficiency is not commonly used
(Yannakoudakis ef al., 1990), but should be capable of conveying more informa-
tion than do precision and recall, taken separately, because it recognizes that pre-
cision and recall are interdependent and measures the extent to which a set of
recall-precision values differ from their combined maximum achievable values.

16.5.4 Overall User Evaluation

In our opinion, this is the most useful of the current measures if the objec-
tive is overall assessment of an IR process. It can be recorded by asking individ-
ual users to evaluate outcome immediately following a retrieval task, or it can be
recorded by using the focus group method of inviting a group of representative
users to discuss their experiences with a system. Such an approach does not yield
statistical results but can yield deep insights to user reactions, ultimately perhaps
what system designers and operational managers most need.

Regretfully, too much reliance on user opinion may cause the evaluation
to be biased by factors not directly related to the IRS—anything that affects the
user’s state of mind at the time of search and evaluation. These factors may
include: job pressure to get the “right” answer (which could mean either get the
“true” answer or the answer the organization has already committed itself to),
time or cost constraints, or frustration or embarrassment at not knowing how to
use the IRS well. The user’s skill and experience with the system are also impor-
tant in evaluating that person’s outcome assessment.
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16.6

Measures of Environment

As with almost any measurements involving humans, it is necessary to
consider the environment in which tasks are carried out and measurements
taken. There is, e.g., the motivation of persons performing searches. Are the
students required to do this as part of a class? Volunteers recruited to do a few
searches in return for a payment? Serious researchers looking for information
important to their work? It matters. How knowledgeable are they in the subject
field? Are they high school students searching a point of law? Lawyers preparing
a case for appeal? Are we using the best database for the testing involved? Do the
persons doing the searching understand exactly what is being asked of them? Do
all the persons who will be asked to make judgments tend to use the evaluations
scales the same way, that is do they show the same mean and standard deviation
of judgments rendered?

These kinds of questions are often difficult to answer. Simply trying to
assure that all persons participating in a controlled test of user performance have
the same or similar degrees of motivation to succeed can affect the outcome of
an experiment. But, any experimenter should consider them.

16.6.1 Database Record Selection

How many records are in the database? What is the overlap in coverage
with other, related databases? Low overlap with possibly related databases indi-
cates uniqueness of content and suggests, but does not prove, high potential
value. What known records are missing? What information, even if not explic-
itly identifiable as records that should have been present, seems to be missing?
That is, even if we cannot identify actual records that should be in the database,
a searcher may find no coverage of certain expected subjects or other attributes
(Boyce et al., 1994, pp. 156—163; Fidel, 1987, pp. 33-33).

16.6.2 Record Content

‘What attributes have been selected by the database producer to describe the
entity that is the subject of the record? How accurate, reliable, or timely are they?

16.6.3 Measures of Users

There is a large and growing literature on users and their characteristics,
behavior, or performance in using IRS, but since our empbhasis is on the opera-
tion of the systems, we shall limit our comments on user measurements.
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Typically, when research has been done on users there are two classes of
variables: user characteristics and performance measures. User characteristics
have included measures such as age, gender, major field of study, language spo-
ken, experience in various aspects of computing or librarianship, and their men-
tal models of retrieval systems. Also, as noted above, it would help to consider
motivation of those asked to make judgments and their use of measurement
scales as approaches to calibration of the measuring instruments. Are they grade
escalators? Hard markers?

Performance measures have included elapsed time to complete a task, rate
of issuance of commands, number of errors made, recall and precision ratios of
a retrieved set, and number of records retrieved that were also retrieved by a
control group. For more information see Boyce ef al. (1994, pp. 202-220), Case
(2002, pp. 18-78), Dillon (1997—a complete journal issue on the subject),
Marchionini (1995, pp. 27-47), and Zhang (1998).

16.7

Conclusion

The measurement of the IR process is a relatively new undertaking. Our
approach has been to point out that it includes not merely a measurement of a
machine’s activity, what we call the IRS, but also of human behavior in search-
ing, assisting others to search, and in creating a database. The machine side is easy
and meaningful to measure—time, cost, even precision and recall if taken as
measures of the IRS—but the human side has remained elusive. It is perhaps well
to remember that IR is a human activity that will not easily yield its mysteries to
simplified, machine-oriented measurement.

We conclude with the words of Loren Doyle (1963), written long ago.

“(Dn the long run, for the best satisfaction of the searcher, as well as for the
satisfaction of all concerned, we must also study the human side of the interface, and
study especially both sides of the interaction . . .. ‘Relevance’ will serve its purpose,
but will decline as the realization slowly comes that an individual’s information need
is so complex that it cannot be accurately stated in a simple request.”
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